
Reflections
on

Society
and

Academia:
Cultures
Adrift

by

Marcel Herbst



Reflections on Society and Academia: Cultures Adrift
by

Marcel Herbst

This book first published 2018
Cambridge Scholars Publishing

Lady Stephenson Library, Newcastle upon Tyne,
NE6 2PA, UK

British Library Cataloging in Publication Data

A catalogue record for this book is available from
the British Library

Copyright © 2018 by Marcel Herbst
All rights for this book reserved.

No part of this book may be reproduced, stored in
a retrieval system, or transmitted, in any form or by anymeans,
electronic, mechanical, photocopying, recording or otherwise,

without the prior permission of the copyright owner.

ISBN (10): 1-5275-0788-2
ISBN (13): 978-1-5275-0788-3

The book has been composed
in Greta Text (Typotheque), AMS Euler (Knuth and Zapf) and

Lucida Sans Typewriter (Bigelow & Holmes)







Contents

Preface . . . . . . . . . . . . . . . . . . . . . . . . vii
1 Introduction . . . . . . . . . . . . . . . . . . 1
2 Strategic Planning . . . . . . . . . . . . . . 7
3 Chess and the Brain . . . . . . . . . . . . . 17
4 Business Schools . . . . . . . . . . . . . . . 23
5 American Hegemony . . . . . . . . . . . . 29
6 MIT at 150 . . . . . . . . . . . . . . . . . . . 33
7 Scientific Authority . . . . . . . . . . . . . 43
8 Gender Equality . . . . . . . . . . . . . . . 49
9 Adjunct Labor . . . . . . . . . . . . . . . . . 55
10 German Intellectuals . . . . . . . . . . . . 61
11 Judaism and Religion . . . . . . . . . . . 67
12 Crime and Punishment . . . . . . . . . . 79
13 The Poverty of Economics . . . . . . . . . 85
14 The Bounds of Reason . . . . . . . . . . . 93
15 The Enigma of Knowledge . . . . . . . . 99
16 Change Management . . . . . . . . . . . . 109
17 Excellence . . . . . . . . . . . . . . . . . . . 129
18 Productivity . . . . . . . . . . . . . . . . . . 143
19 Growth, Change and Excess . . . . . . . 155
20 Form and Content . . . . . . . . . . . . . . 169
General Index . . . . . . . . . . . . . . . . . . . . 187
Bibliography and Index of Citations . . . . 199

v





Preface

The following contains selected examples of a lifelong
preoccupation with general education. My early focus
lay on thefinearts, on chess and socialism;my interests
expanded to include mathematics, architecture, and

planning; and I evolved gradually into a quantitative social scien-
tists with a thematic priority on higher educationmanagement. I
can easily claim to have become, in the original sense of the word,
a true dilettante.

My professional meandering, guided more by curiosity than
initial proficiencies, more by happenstance than by a laid-out
plan, proved — in retrospect — fertile; and it shaped my views re-
garding education, professionalism and status. I do not want to
claim that this is the road to take, because it is an arduous journey
with an unknown destination; and we tried, therefore, to provide
our childrenwith different opportunities. Bildung, the oldGerman
concept of formation, cultivation or education, had once its roots
in philology, philosophy or history, that is, in basic sciences used
to understand life as it presented itself to the burgher of the 19th
century; but today, these roots have shifted somewhat towards
the sciences of the artificial (mathematics, information sciences,
et cetera), towards engineering or thenatural sciences, and the ba-
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sic schism of the “two cultures” evoked by C.P. Snow needs to be
bridged. For me, the constant search for the elusive became grat-
ifying way before “trans-disciplinarity” became fashionable, and
the exploratory retained its force.

This collection of book reviews and articles mirrors a wider
spectrum of concern within the social sciences as well as design
— or planning — issues. Review essays and articles are assem-
bled here to allow for an easy — holistic — assessment of publi-
cations which cover various themes and were written during the
past two decades. In addition, I am including four notes specif-
ically written for this anthology, two dealing with my primary
research focus, i.e. academic productivity (“Excellence” and “Pro-
ductivity”), and the other two addressing aspects of economics
(“Growth, Change and Excess”) and a discussion on concepts and
design (“Form and Content”). I thank the two publishing houses,
Springer Science+Business Media (www.springer.com/gp/) and
the Taylor & Francis Group (www.tandfonline.com), for the per-
mission to republish material used previously.

Letme thank also colleagues, editors, friends and familymem-
bers who had read — or commented on — some of the material
contained herein: AndrewAbbott, Roddy Begg, Rachel Ben-David,
Markus Christen, François Da Pozzo, Albert Fritschi, Michael Hag-
ner, William S. Huff, Urs Hugentobler, Herb Kells, Alex and Clau-
dine Liatowitsch, Matei Manaila, Christoph Mandl, Mary Louise
Mettler, AnneRoulinPerriard, EdnaRosenthal, TerryRussell, Neri
Sevenier, Yael Shimoni, Bob Simha, Lydia Snover, Ethan Taub,
MartinTrow,Markus von Ins, Katharina vonSalis, andAvihuYona
— and, of course, Rachel S., Joshua A. and Rebecca H. Herbst, our
children, andmywife Jacqueline for their enduring support.

Zürich and Promontogno November 27, 2017
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1
Introduction

One of the first aspects that spring to mind when
reading anew these papers and reviews is that they
circumvent or ignore the language of the “politically
correct”. My abhorrence against this contemporary

practice appears to have grown stronger as the years went by, and
when I watch the various moderators on TV, or the politicians in
parliament, expounding their views in politically correct speech,
I cannot refrain from constant shudder¹. It is as if an unknown
rash had suddenly befallen mankind, and the M.D.’s and fashion
columnists would admonish us to accept the skin eruption as the
new standard of beauty. It reminds me of Hans Christian Ander-
sen’s tale of The Emperor’s New Clothes—or of the various fig leaves
which were used by artists of times past to cover up the genitalia.

It is not, of course, that I deny the role of language in shap-

¹Politically correct speech is much more absurd in my mother tongue, Ger-
man, than in English.
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[ 2 ] Reflections on Society and Academia

ing our thoughts. Indeed, I think the relationship is strong, and
if one is concerned about thought, about concepts, one ought to
pay attention to language. Language is a way to express or frame
thought. As an expression, it is not that dissimilar to the approach
of an operational philosophy [Rapoport, 1965]; and as a frame,
it leaves room for interpretation. Frequently, language exposes
thought. The language itself is tied to the concepts one wants to
convey: there is a symbiosis of style and content. But language
can also be used to cover up, to obfuscate, if only inadvertently so,
and politically correct speechmay have ended up to play this role.
Instead of focusing on essential aspects, onfighting inequality, on
equal rights and development prospects, on quality, for instance
(Chapter 8), a cheap proxy or “signal” (Chapters 13, 17 and 19)— the
politically correct language — is often used as a substitute.

Language has its own connotations. Words are normally used
to designate something, and they may do so, implicitly or explic-
itly, in a derogatory way. The way columnists, politicians or ad-
ministratorsmay refer to females, Jews, refugees or homosexuals
should not be the prime concern; the focus ought to be on their
stance: if that is objectionable, we are called to object. On the
other hand, to refer —politically correct — to the female form of
Jew (“Jewess”) is, in most contexts (that is, outside of a discus-
sion on the ordination of female rabbis, for instance), and in par-
ticular in connection with the holocaust, sheer —opportunistic
—nonsense²; and to refrain—again politically correct— from call-
ing Jews Jews³, and to refer to them as belonging to the “Jewish
faith”, amounts to an attempt to Christianize a religion with a
foundation in law (Chapter 11)⁴. Form and content are frequently

²It may even have racist connotations.
³“A Newark Jew?” Yes, Philip Roth [2017] (adapted from a speech delivered in

2002) concurs. “But an American Jew? A Jewish American?” No.
⁴Thismay be part of the proselytizing culture of the Christian church, a possi-

ble taking-in of a kindred “faith” and, by this quasi-absorption, an implicit nega-
tion of Judaism (including its agnostic variants). There are other forms used to
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tied, and we appear to be ill-advised, in most cases, to separate
them (Chapters 10 and 20).

Language, in the context of the sciences, has a broader mean-
ing: it is tied to concepts, tomodels, to theories, to “images” of the
referent [Boulding, 1961]. These images are, as the new sociology
of knowledge would point out — and in spite of the proper objec-
tion to the “fashionable nonsense” of postmodern currents [Sokal
and Bricmont, 1998] — , author-specific in that they express the
views of those who created, copied, amended or modified the pic-
ture (Chapters 3, 16 and 19). Particularly the social sciences can be
subsumed under such a conception (Chapters 13, 14 and 15). As in
the arts, and specifically in the context of photography, scientific
concepts can be viewedwithin a triangle of relationships [Barthes,
1980]: (i) the scientist as author and the subject matter; (ii) the
recipient or reader of the scientist’s concept and the subject mat-
ter; and (iii) the recipient or reader and the author of the concept.
The reception of the first relationship from the point of view of
the second amounts to a— critical or not so critical — assessment;
and the assessment is predicated, to some extent, by the third re-
lationship, i.e., whether the reader and author belong to the same
group (i.e. share the same “paradigmatic” view).

Viewing, interpreting, is one thing; doing, effecting change,
is something else. This duality — and possibly ambivalence —
covering the descriptive and the normative, the Vita contemplativa
versus the Vita activa (Hannah Arendt), is particularly relevant if
one extends the (descriptive) sciences to embrace as well (nor-
matively based) engineering, architecture and design, economics,
planning and management, medicine, and information sciences.
The ambivalence between that which is and what ought to be is
critical, and questionable if the “ought to be” is derived, in a his-
toricist fashion perhaps, from the “what is”, or if “what is” and

negate Judaism, for instance by referring to the “Jewish origin” or “decent” of
people — again in line with the Christian concept to tie a religion to faith.
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“what ought to be” become interchangeable. This trap is old, af-
fecting a good part of political economics of the 19th century, but
it is still a device with which to catch social scientists and neo-
classic economists of today (Chapters 13, 14, 15, 16 and 19).

The doing comes in differentmodes (Chapters 2 and 16), is mo-
tivated by various stimuli (Chapters 4, 7 and 12), and takes place in
a range of environments (Chapters 5 and 6). Whereas the philoso-
phy of science has come to dominate a prolific discussion on the
descriptive, the philosophy regarding normativematters [Church-
man, 1961], so eminently important in a world governed by ex-
tended, uncheckedmarketswith their significant external effects,
has not kept pace. Doing things has implications which ought to
be imagined —affecting, perhaps, the doing (Chapter 19). Acting
canbe thought of as a cascade of steps that produce, shape or effect
something, that form a situation or an artifact. In its distributed,
uncoordinated form, acting has direct social significance, produc-
ing ill-defined — “wicked” —problem situations [Rittel and Web-
ber, 1973] (Chapter 16). The form that action produces is tied to
content. Organizational forms shouldmirror—or embrace— that
which is organized; architectureneeds tohost; design leads anddi-
rects; forms resulting from distributed, uncoordinated activities
require anticipation. As the particular language is tied to the con-
cepts onewants to convey, asmodels and theories in their specific
outline are used to transportmeaning, so are normative outcomes
related to that what is wished: there is a symbiosis of form and
content (Chapter 20).

The following notes basically deal with the themes just men-
tioned. They express views of a distant — and concerned —
observer with an eye for the outcast, for the non-selected, the cir-
cumvented, the peripheral, for views which stand in contrast to
mainstream and fashion. They focus on subject matters that I
had to deal with in my later professional life, like higher educa-
tion management (Chapters 4, 5, 6, 7, 8, 9, 12, 17, 18), but they also
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draw on earlier experiences, on planning issueswhich appear out-
moded today, on economics (Chapters 2, 12, 13, 14, 15, 16, 17, 18, 19),
or even on general subject matters, e.g. chess and artificial intelli-
gence, Naziism, Judaism, architecture and design (Chapters 3, 10,
11, 20).





2
Strategic Planning

By his own account, HenryMintzberg [1973] was “a bash-
ful academic who, in the late 1960s, […] ventured out
[…] to observewhat real, livemanagers […] really do” [p.
99]. He concluded that

[…] with few exceptions managerial activities […] concerned spe-
cific rather than general issues. Duringworking hours it was rare
to see a chief executive participating in abstract discussion or car-
rying out general planning […] Clearly, the classic viewof theman-
ager as planner is not in accord with reality.

During subsequent years, Henry Mintzberg published on matters
pertaining to management, strategy formation and planning and
has assumed the position that his cited descriptive observation is
of general normative validity. To buttress this view, he published
his “Rise and Fall of Strategic Planning” [Mintzberg, 1994].

⁰Book review of The Rise and Fall of Strategic Planning [Mintzberg, 1994], pub-
lished in Tertiary Education andManagement [Herbst, 1998].
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Mintzberg is very critical of planning. He assembles a whole
array of reasons why planning doesn’t pay, reasons he culls from
opponents and proponents of planning alike. In assembling these
reasons, or this “evidence”, as he calls it, he doesn’t pay great at-
tention to the context in which planning is or is not applied. If
planning is not applied in a particular context, he reads this to
mean that planning has not been suitable; if planning was suc-
cessfully applied, he questions the causality of the planning activ-
ity. He uncritically cites authors who call planning ‘imbecilic’ (be-
cause everything can change tomorrow), ‘useless’, ‘harmful’ (in its
proper functioning), having ‘negative impact’, being ‘backward’
oriented, etc. In over 300 of the 400 pages of his book he bashes
the field of planningwhile offering his consoling thoughts only in
his last chapter. “What is it about planning”, he asks, “that causes
us to close down ourminds, to block our perceptions? Are we that
afraid of uncertainty? Or that enamored of our own formal powers
of reason?” [p. 188].

Clearly, Mintzberg sees planning as an antithesis to creative
management. He chides the inflexibility of plans and planning;
hecriticizesplanning’s alleged inclination tobe incremental rather
than strategic or its supposed concern with means, not ends; he
discounts the role of deeper, quantitative or structured analysis.
His anecdotal evidence on the failure of planning is frequently
hard to refute because planning — like other human endeavors as
well — does fail. What we lack, however, is a clearer notion on the
systematic of failure. Does planning fail because it purports to be
strategic? Does it fail in all contexts? Are there activities we can
substitute for planning? Why would some engage in planning at
all?

To illustrate the inappropriateness of a planned approach,
Mintzberg uses metaphors as a didactic device. In one example
he refers to the game of chess [p. 238] and cites Alexander Kotov
[1971], a grandmaster of repute some decades ago: “I tried to play



Chapter 2: Strategic Planning [ 9 ]

in a planned fashion, working out a plan right after the opening
to takeme into the ending, but for allmy efforts and deep thought
on the subject, I got precisely nowhere […]”. Now I do not want
to quarrel with Kotov who was not only a player of rare intuitive
powers but of analytical skills as well. Nor do I want to discount
the important role of intuition, a great gift of thehumanmind and
an enormous asset in the game of chess. What Mintzberg fails to
see, however, is that chess epitomizes planning: if we understand
the basic processes of chess, we have learned a great deal about
planning and purposive behavior as well.

Mintzberg subsumes his illustrative example of chess under a
general discussion of forecasting. He argues that processes which
cannot be forecasted well cannot be planned. In chess, the charm
of the game is tied to an inherent difficulty to forecast one’s oppo-
nent’s moves. In fact, this difficulty is due to one characteristic of
chess: the large number of possible moves of the game. Although
chess is a finite game, i.e. a gamewith a finite number of possible
system states, the number of these states is very large. The large-
ness of possible system states is due to the combinatorial nature
—or combinatorial complexity—of the game. This combinatorial
complexity is characteristic ofmanyman-made situationswe con-
front in the field of planning and it generates numbers of system
stateswhich are easily larger than astronomical [Ashby, 1964] (see
Chapter 3).

Despite the fact that chess is combinatorially complex, efforts
have been expanded tomodel chess playing very early in the devel-
opment of computers and artificial intelligence [Shannon, 1950; Si-
mon, 1991]. The aimswere two-fold: to improve chess playing abil-
ities, to be sure; butmore importantwas the aspect of human sim-
ulation, the aspect of gaining insight into thought processes un-
derlying purposive behavior. The connection between chess and
planningwas clearly seen and gave rise to a publication in the late
1960s by a formerWorld Champion of chess,MikhailM. Botvinnik
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[1970], stressing this connection.
I have stated that chess epitomizes planning. In chess — as

in other games of this nature — a player tries to see a few moves
ahead to evaluate his options. This evaluation will be based on a
general strategy or on a general game plan. On the basis of this,
he will eventually select his next move. If the player’s evaluation
has been sufficiently deep, he will generally not be surprised by
the move of his opponent and he will follow or modify his game
plan according to how the gameunfolds. A playerwho fails to look
sufficiently far ahead is subject to surprises. He will stumble into
all sorts of traps and might lose immediately; in the derogatory
words of the members of a chess club he is a patzer.

In a second example, Mintzberg presents car driving as a
metaphor to illustrate the supposed unsuitability of the planning
approach. He cites a planning proponent: “The faster one drives,
then the further one’s headlightsmust throw their beams” [Godet,
1987], a sensible rule for anyone accustomed to night driving. He
then proceeds to discount this rule: “[A] problem with planning
[…] is precisely this: it can look into the future only in the way
headlights look down a road […] So planning […] cannot do much
more than extrapolate the known trends of the present” [p. 182].
Does this implywe should drive differently? I hopenot. Does it im-
ply we should not engage in planning, not in forecasting? Not at
all. In fact, there are many activities where our foresight is some-
how synchronized with the speed with which we move, lest we
mightmeet disaster or have to confront costly backtracking. Take
the example of climbing amountain: we have a notion of the gen-
eral direction and select our immediate steps to correspond with
an approach path we are able to see; and as we move —and as we
are confronted with new information — , we will modify our ap-
proach, to bypass the crevasses that come into sight or to cross the
river at a more appropriate location. Medical diagnosis and treat-
ment might serve as another example.
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The problem with Mintzberg is that he has a very restricted
view of planning and plan making. In his version of planning
many of the essential ingredients of planning as I see it are ex-
cluded: intelligence, creativity, adaptiveness and flexibility, etc.
He appears to negate the fact that planning is an old human activ-
ity: it is part of many professions, practiced over a range of plan-
ning horizons, and very much in demand today. Because he is so
negative about planning, he is—despite perhaps, or because ofhis
very verbose approach—unable to provide a reasonable definition
ofwhat planning is. AlthoughMintzberg cites a number of classic
thinkers on planning, C.West Churchman, for instance, or Russel
L. Ackoff, he does not properly cover their very extensive body of
discourse and fails to present their argument.

One basic flaw ofMintzberg’s view is his insistence to exclude
strategy formation fromhis concept of planning. He claims to rely
here on empirical evidence. Reporting on a study he did on an air-
line, he concludes that “[in that context] formal planning […] did
not constitute strategy making but in fact positively discouraged
it, impeding strategic thinking and strategic change” [p. 112]. De-
pending on the form of planning chosen, this may indeed have
been the case. But in many instances, strategy formation forms
the very core of planning. Planning is being initiated because the
problems we want to solve are ill-structured, the aims to be pur-
sued are vague, and the means at our disposal are far from clear.
Planning is being used as a structuring device, as a process which
moves in successive steps froman initial problemsituation to a so-
lution [Quade and Boucher, 1968]; in that way, planning is being
used to find strategies (see Chapter 16).

Mintzberg also fails to pay proper attention to the context
within which strategic planning is or is not applied. It’s one
thing to claim that in many of today’s businesses more extended
planning approaches are frequently ill-advised: CEO’s are famil-
iar with the markets their companies operate in, they are famil-
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iar with their own product palette and production systems and,
hence, there is no need to engage in broader planning approaches.
Smaller companies might find their niche almost irrespective of
what theyproduce, provided their products are of highquality and
cost-effective. If themarket demands a change in the product line
or a change in the production system, these changes in demands
will be readily recognized and the proper measures implemented.
It is another thing, however, to provide the reader with the im-
pression that the formerly sketched approach has generic value:
that it is equally valid for other types of businesses —or even for
the public sphere.

In the case of larger companies, and particularly those with a
narrowspectrumofproducts, the situation is commonlydifferent:
productdevelopment is costly and theproduction itself is very cap-
ital intensive, making proper planning —and risk assessment —
almost inevitable. Today’s automobile manufacturers may serve
as an example. Other industries require planning for different rea-
sons. Think of utility companies in the telecommunication or en-
ergy fields:

When you design any system, you must do long-range planning,
including determiningwhat demands on the systemwill be, how
often extraordinary high demands will occur; and how long they
will last. You must also think about the possibility that your es-
timates of these quantities might be wrong, and plan to monitor
them and re-examine your predictions from time to time. And
then you must design the system so that when demand does ex-
ceed capacity (as it surely must unless you are willing to supply
unreasonable amounts of equipment which will almost never be
used), it will fail gracefully [Machol, 1997].

Finally, there are the many activities in the public domain
which rely on planning. We could not properly harness the wa-
ter resources of themajor river systems of the various continents,
unless we engaged in planning; we could not be thinking of con-
structing new trans-alpine rail transit routes; we could not devise
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new social security schemes or public health plans; we could not
hope to clean the waters of the Mediterranean Sea; we could not
fight air pollution, nor global warming; et cetera. Andwe couldn’t
doa rangeof the smaller projects onour agendaeither: wecouldn’t
pass newzoning ordinances ormodel cities programs;we couldn’t
repair our vast network of public roads; wewould have difficulties
reorganizinghospitals and schools; andwewould beunable to pre-
serve many of our cultural and natural resources.

Let us turn now to Mintzberg’s consoling thoughts presented
in the last chapter of his book. Here, he identifies activitieswhich
he associateswith his view of planning, and he points out specific
roles for planners. Under planning, he subsumes three primary
activities: coupling intuition with analysis, the programming of
strategies, and communicating plans. While I would regard the
three activities as being necessary for most forms of planning, I
wouldn’t see them as being sufficient. He specifically excludes,
once again, strategy formation from planning:

Organizations engage in formal planning, not to create strategies
but to program the strategies they already have, that is, to elabo-
rate and operationalize their consequences formally [p. 333].

ButwhenMintzberg turns to a description of roles of planners, he
specifically includes what he has just excluded. He sees planners
in the role of “finders of strategy” [p. 361] and, to solve the riddle
he posed, he states:

[My] contention is that many of the most important roles played
by planners have nothing to do with planning or even plans per
see [p. 361].

Now I grant that planning is a complex activity and that there are
various views on planning. I also grant that planning is not eas-
ily defined. This is not a unique problem of planning, however.
Other activities pose the same problem. Think ofmedicine, for in-
stance, or management, or science for that matter. In most cases,
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we define such an activity not directly, but indirectly, through
a description of sub-activities we think are characteristic for the
primary activity. These indirect definitions may take the form
of scripts which describe vital aspects of a particular professional
practice we would like to preserve or initiate. Or we may not nor-
matively define a practice, but descriptively, through a sociologi-
cal approach. In other words, we use the observed practice to but-
tress our theories, we use — in contrast to Mintzberg’s argument
— the observed roles of planners to better understand planning
as such. Paraphrasing Churchman [1961] we may then conclude:
planning is what planners do.

Why is all this relevant for higher educationmanagement? Be-
cause in higher education, as in other fields, we adapt approaches
originally designed for different purposes. We adapted planning,
but also decision-support or budgeting systems, total qualityman-
agement or reengineering, etc. In fact, some of these approaches
are adopted in such an all-encompassingway that notmuch room
is left for alternatives or complements. At the same time, we re-
ject approaches we cherished in the past as being outdated, out-
moded. Instead of modifying or adjusting these practices to serve
our needs, we replace them— if only by name.

Today, it has become fashionable to be disrespectful of plan-
ning. Despite some recent additions to the literature [Peterson
et al., 1997], planning is frequently portrayed as a fossil amongst
normative approaches: planning appears something of the past.
It is being replaced by activities with a more contemporary aura,
a more modern ring. And yet we might not know what we lose
when we shun planning. Many of the problems we face today we
could have easily foreseen, could have easily avoided. Many of the
daily tasks which cross our desksmay not have become necessary
had we been more courageous in looking at things in a more sys-
tematic, comprehensive way. Planning is not unlike investment.
We should invest in a prudent way, in line with our assets and in



Chapter 2: Strategic Planning [ 15 ]

line with our aspirations and the risks involved. We will have to
divert resources in order to do it, resources we could use for other
things. But ifwe fail to invest,wewill not be able to reap the fruits,
will not be able to harvest. If education is a proper investment,
planning is as well.





3
Chess and the Brain

Chess is a very old game, hundreds of years old in the
form it is played today, with a splendid intellectual his-
tory and an extensive literature surrounding it. Chess
is a complex, beautiful game that relies on relatively

simple rules, and it is the complexity and beauty that makes it so
attractive. To master chess, like music, talent and devotion are
required.

Chess is a finite game. There are only a finite number of vari-
ations possible, and we could, in principle, select a sequence of
moves thatwould lead to the best attainable position, irrespective
ofwhatouropponentdoes. Thefinitenessof thegameassures that
this sequenceofmoves couldbeknownbefore thegamestarts, pro-
vided that the computation of such moves is feasible, and in that
casewin, drawor losswouldbe clear prior to thefirstmove. But be-

⁰Book review of Rasskin-Gutman [2009] published in European Legacy [Herbst,
2015a].
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cause the number of potential moves within a game is very large,
the computation of moves is infeasible and the game retains its
charm.

Claude Shannon [1950] had appraised that the number of pos-
sible chess positions is of the order of 1043 and the number of vari-
ations of moves of the order of 10120, i.e. more than the estimated
number of elementary particles in the visible universe. If a com-
puter were to evaluate these moves at a pace of one pico-second
(i.e. 10−12 of a second) per variation, it would require roughly 10100

years —much longer than the presumed elapsed time since the
BigBang— to assess the entire decision tree and to choose thefirst
move. This is why chess is a demanding game.

In “Chess Metaphors” Diego Russkin-Gutman explores the in-
terlinking of chess, chess programming, artificial intelligence,
and the brain. We know from experience that the brain is very ef-
fective, and current research tries to explore why. Until recently
we could not conceive of a machine beating a grandmaster in the
gameof chess. Indeed, in 1968, the Scottish chess championDavid
Levy was betting against John McCarthy, the prominent Ameri-
can computer scientist and recipient of the Turing Award and Ky-
oto Prize, that no computer would be in a position to beat him in
chess by 1978. Levywon that bet. However, in 1997, the then reign-
ing World Champion of chess, grand master Gerri Kasparov, was
defeated in a six-round match by IBM Supercomputer Deep Blue
(by a score of 2 1

2
to 3 1

2
in favor of Deep Blue).

From the early days of computer science, chess has provided
a testing ground for artificial intelligence. The hope was that
computer programs could somehow be used to emulate mental
processes and, in doing so, to explore the working of the brain.
Furthermore, Shannon [1950] had the vision that chess program-
ming would help to attack “other problems of a similar nature
and of greater significance”, such as “performing symbolic (non-
numerical) mathematical operations” (implemented in themean-



Chapter 3: Chess and the Brain [ 19 ]

time by programs such as Mathematica or Maple), music com-
posers, language translators, or computer generated mathemati-
cal proof systems (all available today in various forms of sophisti-
cation).

This hope did not materialize for two reasons. First, today’s
chess playing programs are strong not because they emulate the
way chessmasters think; they are strong because they exploit the
processing power of modern computers and because they have
access to vast libraries of chess openings, middle games, and
endgames. In fact, modern chess playing programs are basically
the sametodayaswhen theywereoriginally conceived [Botvinnik,
1970]. As Levy [1976, 137] pointed out, they focus on tactics, not
on strategy: “Since 1948, when Shannon wrote his classic paper,
there has been very little conceptual progress in computer chess”.

The situation during the past 35 years, since Levy’s statement,
has not changed substantially because computer programs (like
Deep Blue) relied on progress in computing speed, not on new vi-
sions of programs (according to Moore’s Law, we can assume that
computing speeds have improved by factors of roughly 106 to 107).
Deep Blue, as Rasskin-Gutman remarks, calculated “more than
200millionmoves per second” and could, under the time limits of
a tournament, evaluate game positions “up to a depth of sixteen
moves”: that is far more than what one can expect from a human
being. If humans are in a position to do reasonably well against
modern chess computers, it is due to some mental abilities that
are not emulated by the corresponding programs.

Second, the hope that chess playing programs could “act as
wedge in attacking other problems” (referred to above) did notma-
terialize because chess programming turned out to be a dead end:
many computer programs evolved in the various fields of artifi-
cial intelligence that do not rely on chess programming (in an ex-
tended way). However, the basic questions retain their signifi-
cance, namely (i) why are biological systems so effective, and (ii)
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how could one use biology to solve problems?
Letme turn to the first questionwhich I intend to extend, not

to answer. As I said, we know from experience that biological sys-
tems are very effective. One of the earlier models in this respect
is the honeybee. Its brain is very small, roughly 1mm3 (or weigh-
ing 0.001g), but the bee is in a position to navigate over long dis-
tances to harvest nectar, it recognizes high nectar sites and re-
calls the flowers it has already visited and, upon returning, it is in
a position to tell the story to the members of its hive [Sejnowski
and Churchland, 1992]; furthermore, bees appear to be in a po-
sition to engage in a form of collective decision-making [Imhoof
and Lieckfeld, 2012]. Modern science, computer technology, and
neuro-morphic engineering are nowhere near in duplicating that
feat: biological systems are much more effective (with regard to
energy use and weight efficiency in relation to computing power)
by a long stretch. This is why neuroinformatics is such an explo-
rative and challenging field.

Brains are very attuned to pattern recognition, to data-filter-
ing, to the ability to generalize, and (today’s) computers are not.
Brains, after a certain learning phase, can almost instantaneously
‘grasp’ patterns (of sound or images), classify objects or ‘see’ analo-
gies, and modern science knows almost nothing about how such
perception works. Humans can normally match photographic
pictures taken during childhood or adolescence of a person with
the adult they encounter; art historians are in a position to iden-
tify individual works of art they have never seen before; monkeys
quickly learn to distinguish betweennovel food andnon-food; and
chess masters can often correctly assess a position on the board
without much conscious calculations. We are aware of these hu-
man or mammalian abilities, and we count on them in our daily
lives, but we do not know that much about their inner working.

Brains, human brains, store and process information inmuch
greater numbers than the few dozen billion neurons they are com-
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posed of. How can this be? We barely know. However, one answer
may have to do with combinatorial complexity: combinatorics
can generate large numbers, very large numbers. How large? Ross
W. Ashby [1964], the cybernetician, illustrated this in the follow-
ingway: “Suppose we have a square block of lamps, for displaying
visual patterns, measuring 20 by 20 lamps, and suppose that each
lamp is either off or on”. How many patterns can be generated in
this fashion? “… 2400 pictures — about 10120”. Recall that we en-
countered the finite number 10120 before, in the context of assess-
ing thenumber of variations ofmoves in the gameof chess, butwe
have found that such numbers are — in the words of Ashby —not
“physically achievable”. The QR (quick response) code, a matrix
barcode, developed originally for the Japanese automotive indus-
try in the 1990s, does exploit the vastness of such an arrangement.
If system states of such immense potential variety can be gener-
ated with a binary machine containing merely 400 switches (i.e.
lamps), it should be clear that a (human) brain is, for all practical
purposes, limitless; at leastwecan say that thenumber ofneurons
alone cannot form a limiting factor.

However, brains are more than just an assembly of neurons;
they also contain synapses, linking nerve cells; and neurons pro-
cess information in an analogous —not a binary — fashion. The
two additional information processing layers that separate the
brain from today’s computer, the synapses and analogous infor-
mation processing, vastly expand the already vast combinatorial
complexity of the brain; and they appear to be critical to suggest
the stupendous performance of the brain vis-à-vis the computer.

Finally, I shall try to extend the second question mentioned
above, regarding the problem of how to use —or mimic —biology
to solve problems. Shannon (and others) looked into the converse
direction, from problem-solving to biology, and Russkin-Gutman,
a biologist, follows Shannon’s notions. His enchantment with
chess, we presume, may have prevented him to focus on his own
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fields, biology, as a problem-solving engine. He still believes in
the old approach:

The founders of artificial intelligence believed in the computabil-
ity of the intellect and learning and used chess as a testing ground
formodeling themind”; and “[t]hemachinehasfinally triumphed
over human chess … [p. 162].

But this vision, as I have pointed out, did not prove productive (at
least thus far): chess programming did not elucidate the working
of the brain; andwhether themachine has indeed triumphed over
humans in chess is debatable. More interesting, but unexplored
in Russkin-Gutmann’s “ChessMetaphors”, is the problem-solving
route rooted in biology, e.g. why are biological systems so effec-
tive? or what are the features of a (simple) biological computer?



4
Business Schools

The history of universities, and the formation and
growth of research universities, first in Europe and
then in America, is closely tied to the development
of professions. Contrary to common conceptions,

professions are no strangers in a world of higher learning. In fact,
some of them can be seen as principal hosts, as progenitors, to
academic disciplines and sciences, which appear to be central to
today’s research universities. Theology, law, medicine and educa-
tion, as professions, had academic cousins or offsprings, and engi-
neering, another class of professions, used some of these sciences
and spawned additional fields.

The current core of today’s research university, its College of
Arts & Sciences (if we use the American model), is surrounded by

⁰Book review of From Higher Aims to Hired Hands: the Social Transformation of
American Business Schools and the Unfulfilled Promise of Management as a Profession
[Khurana, 2007], published in European Legacy [Herbst, 2009a].
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a range of professional schools in various fields. Not all vocations
or occupations are said to be suitable to be included in a univer-
sity setting, and the notion regarding which occupation is prop-
erly taught at the level of a (research) university may differ from
nation to nation —or from Europe to the United States. Ameri-
can universities have traditionally been far more practical in out-
look than their European counterparts, and occupations are being
taught at university level there that are still held outside the con-
fines of a university in Europe. In the case of occupations with
a gender bias, such as nursing or social work, the exclusion from
university-level studies, still seen in Europe, amounts to an im-
plicit — and presumably unconscious — form of discrimination.

Rakesh Khurana recounts the formation and development of
one of these occupations, that of business management, and the
corresponding implantation in the form of professional business
schools at American colleges and research universities. His aim
was to provide “a historically grounded account” of the develop-
ment of business schools, not a normative blueprint on how to
change matters; but his book can also be read, to some extent, as
a history of learned professions or higher education institutions.
Professions normally find their ways into universities from the
outside. They start out as occupations, and as their level of so-
phistication and skills grows in the course of their development,
there is a demand to provide a university-level curriculumor form
a separate tertiary education school with such an orientation. In
contrast to other fields, learned professions evolve as an upgrad-
ing of non-academic occupations, and not as a specialization —or
merger —of existing academic fields.

In America, as Khurana shows, business education, as a learn-
ed profession, is closely tied to the formation and development
of the research university. Johns Hopkins University, the first
research university molded to some degree on the Humboldtian
model, was founded 1876; and Harvard initiated a university re-
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form under President Eliot who took office in 1869. The first uni-
versity level business school was that of the Wharton School at
the University of Pennsylvania, founded in 1881. Up to that time,
business education was confined exclusively to high schools —or
to trade schools or commercial business colleges, to private (for-
profit) institutions. The second university-level business school
was that of the University of Chicago (1898), followed by the Tuck
School at Dartmouth College (1900) and by other schools such as
Harvard Business School (1908) and the Kellog School at North-
western University (1908). Between 1900 and 1913, according to
Khurana, twenty-five business schools or programs were estab-
lished at American universities.

Research universities as well as business schools were co-
requisites of an industrialization that required education and
training at various levels, including tertiary education specializa-
tion. Business schools were created in the same spirit as research
universities, institutes of technology, or engineering schools. As
schools training future professionals, business schools were not
only focused on implanting the necessary technical skills and
know-how in their students, their mission was also to provide
them with an ethos, a notion of “calling”, that distinguished
them from mere technicians or “hired hands” and forged them
into professionals with traits such as “objectivity, self-discipline,
judgement, and a disinterested commitment to a larger commu-
nity”. Indeed, it was this sense of professionalism that was
to distinguish university level business education from that of
trade schools or commercial business colleges and defined it as a
“learned” profession.

This self-understanding pretty much characterized universi-
ty-based business education for a good portion of a century. It par-
alleled the growth of secondary sector industries and the subse-
quent initial transformation into a tertiary sector industry domi-
nation. It finally showed signs of ending, according to Khurana,
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in the 1970s. By that time, the United States had extricated it-
self from Vietnam and the Western world was about to redefine
their economies and their notion of capitalism and public ser-
vice. Agency theory, and specific interpretations thereof, was in-
creasingly adopted by investors and politicians alike, and man-
agerial authority became slowly delegitimized. Managerswere no
longer asked to act “professionally” in the best interest of the busi-
ness they were trying to lead, partially because they lost the trust
of those who employed them. Instead, an investor capitalism
emerged which argued that the aims of business are best served
if the interest of shareholders and management are aligned and,
by serving their self-interest, managers implicitly serve the inter-
ests of the shareholders: they now represented the “antithesis of
the professional”.

This new culture brought about an explosion of managers’ re-
muneration in the form of shares. It also transformedmany busi-
ness schools by shifting their focus from general management to
financial engineering, investment banking, private equity, and
hedge fund management. Graduates from MBA programs are
no longer trying to apprentice in a junior management function;
rather, they join consulting or investmentfirms in search for large
cash. MBA students appear less academically inclined as other
students now —and, as Khurana suggests, frequently less profi-
cient as advanced undergraduates. MBA programs are in the pro-
cess of giving up their professional orientation and appear to be
at a loss on how to cope with the situation. In a sense, business
programs can be seen as an ‘avant guard’ to a new, redefined uni-
versity which is not trying to serve the common good but private
interests.

It is to RakeshKhurana’s credit that he, as a facultymember of
one of the most prestigious business schools, has written such a
scholarly and critical account of business education. What is lack-
ing in emphasis, perhaps, is the quantitative orientation of man-
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agement, its academic challenges in fields such as management
sciences, operations research, and financial engineering, and its
curricular embodiment outside the world of business schools.





5
American Hegemony

AfterWorldWar II, peace in Europe meant reconstruc-
tion. Reconstruction, in turn, meant the skillful re-
allocation and use of whatever resources were still
available. It also meant, in Western Europe, a steady

stream of resources crossing the Atlantic as part of the Truman
Doctrine and theMarshall Plan. Themost urgentmaterial deficits
were to be curtailed, to help the suffering population, but there
were also loftier goals on the agenda: to recreate or to build demo-
cratic societies and structures — and thus to gestate partners of
an Atlantic alliance of liberal values that could withstand the dan-
gers of reactionary sentiments and the lures of an Eastern block.
As part of this agenda, science and culture were to play their part,
and private philanthropies fought along government agencies.

Some of the finest periodicals and institutions were formed

⁰Book review of American Hegemony and the Postwar Reconstruction of Science in
Europe [Krige, 2006], published in European Legacy [Herbst, 2008].
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or reformed that way: Der Monat, a journal founded by Melvin
J. Lasky 1948, or Minerva, founded by Edward Shils in 1962, were
indirectly funded by the CIA, causing a stir when these connec-
tions became known in the mid-1960s; the Freie Universität Berlin
was able to open their doors 1948 with U.S. help; European scien-
tific laboratories, particularly in the fields of physics and biology,
were alimented by a range of sources, including the Rockefeller
and Ford foundations; scientists were given stipends and fellow-
ships by NATO; and, most importantly, CERN, the world’s largest
particle physics center located in Geneva, was established 1954 on
the basis of U.S. initiatives and particularly those of Isidor I. Rabi.

John Krige recounts and traces some of these developments in
greater detail. His focus is on the natural sciences, and in partic-
ular on physics and biology, and there is a certain concentration
on French and German science. Then as now, science was seen
as a motor of economic development, U.S. science needed strong
scientific partners, and economic prosperity in theWesternworld
was judged to be dependent on strong universities and research
centers. Krige depicts resource allocation processes which were
bound to be sensitive and which proved to be astonishingly re-
silient and intellectually independent during a time affected by
Senator Joseph McCarthy. He also documents a range of failures,
e.g.: the miscarriage to form an International Institute for Sci-
ence and Technology (IIST) in Europemolded on the famedMIT, a
project which was firmly rejected at the time by General Charles
De Gaulle, but which appears to hold some attractiveness now;
and the failed attempts of Philip Morse, the founding president
of the Operations Research Society of America (ORSA) in 1952, to
spread OR and to use it to foster inter-disciplinary research and
technology transfer.

John Krige subsumes his topic of the postwar reconstruction
of European science under the notion of an American hegemony,
an almost tautological argument. In contrast, the U.S. hegemony



Chapter 5: American Hegemony [ 31 ]

in science, visible today, developed slowly, and it is not the prod-
uct of ruling: it is partially due to the separate cultures of higher
education or scientific inquiry on the two sides of the Atlantic and
on the inferiority of the Europeanmodels, particularly in the face
of mass higher education. The various U.S. actors involved in the
attempt to rehabilitate European science and graduate education,
as Krige shows, were bent on exporting their views of educational
institutions and their models of a social setting of scientific in-
quiry, causing resentment and opposition among the European.
But the Americanhegemony in science afterWorldWar II has also
other roots, not analyzed by Krige, namely the fact that U.S. scien-
tific organizations and associated periodicals were in place which
could act as platforms for the exchange of ideas among scholars
around the world, using a new common lingua franca, English.





6
MIT at 150

In recent times, research universities appear ever more of-
tenon the radar screens of societies and international orga-
nizations. They are written about in the feature columns
of thedaily press, they are entrants to anew formof beauty

contests, and they are perceived as engines to economic develop-
ment and prosperity. Science is no longer confined to the ‘ivory
tower’, and research universities are no locus for a reclusive exis-
tence.

While researchuniversitieshavecometo the foreground, their
life is imperiled. The Golden 1960s, as theywere called (in theU.S.)
[Freeland, 1992], are gone. Growing student populations and dwin-
dling resources, at least when spread over expanding higher edu-
cation systems, are associated with retrenchment, new forms of
governance, and a constant scrambling for funds. Quality suffers,

⁰Book review ofBecomingMIT:Moments of Decision [Kaiser, 2010], published in
European Legacy [Herbst, 2012a].
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credentials take precedence over merits, “to have” appears more
important than “to be” (Erich Fromm), “outer-directed” more en
vogue than “inner-directed” (David Riesman). An ever-growing
plethora of publications on both sides of the Atlantic decry the dis-
mal state of universities and higher education systems, but there
are not that many insights available which could redirect higher
education into less turbulent waters. National governments —
and the European Union — ‘declare’ quality (e.g. the Research As-
sessment Exercise in the U.K., the Excellence Initiative in Ger-
many) and decree concrete courses of actions (e.g. the Bologna Re-
form, a joint declaration of European Ministers of Education, or
the Lisbon Agenda initiated by the European Council) instead of
providing a framework to foster common goals.

There is a certain consensus that higher education in Europe
is lagging behind and has not regained its former status. There
are strong tendencies to rely on top-down initiated measures to
improve higher education and its international competitiveness.
In contrast to the U.S., university rankings of dubious quality ap-
pear to play a role to identify the various institutions meriting
founding on the part of funding councils, or to attract students,
or to serve as “beacons” or role models for other institutions. The
position within the U.S. is much more self-assured but, luckily
enough, also self-critical regarding the current state of affairs and
skeptical about future developments. In the U.S., with its highly
diversified higher education, competitiveness is inherent, but in
the face of scarce resources and increasing student populations,
quality is difficult to pursue there as well.

One of the institutions which consistently shows up among
the top research universities of the world, and rightly so, is the
Massachusetts Institute of Technology (MIT).MIT has long served
as a role model. In 1960, the North Atlantic Council proposed —
unsuccessfully — an International Institute for Science and Tech-
nology (IIST), molded on the famed MIT [Krige, 2006, 180] (see
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Chapter 5), to strengthenEuropean science and technology, and in
the year 2000 the EuropeanCouncil proposed a European Institute
of Technology (EIT) which is now being pursued in virtual form. A
focus on a single institution might not give enough clues on how
to redirect or reform higher education as such, ormight even lead
into wrong directions, but it should be still interesting to ponder
why MIT is in a position to live up to its role. I shall try to pursue
this question in light of the current 150th celebration of MIT’s an-
niversary (in 2011), and on the base of a publication dedicated to
that event, BecomingMIT.

MIT was founded (in 1861) to serve the region and to nurture
a developing industrialization. From the very beginning, it prof-
ited from the Morrill Land Grant Act (of 1862) signed by Abraham
Lincoln, and from early — critical — State support. MIT was to be
a polytechnic institution molded on the French tradition, not a
university of the German genre, and it was not the first such in-
stitution in the U.S.: West Point (1802) and the Rensselaer Poly-
technic (1824) preceded it. At MIT, practical, “hands-on experi-
ence through laboratory instruction and experimentation”was to
be fostered, and the laboratory experience, found in Germany as
well, was seen as a “new education” bringing “theory and practice
together” [p. 23]. A similar approachwas being pursued by Charles
W. Eliot, an MIT chemistry professor, when he took office in 1869
as the 21st President of Harvard University.

In the second half of the 19th century, a range of U.S. —
graduate school based— research universities were to be founded,
beginning with Johns Hopkins University in 1876. Many of these
institutions profited fromAmerican students or scholarswho had
gone to Europe —and in particular to Germany — to collect first-
hand experiences in what was perceived then, in the words of
Joseph Ben-David [1984/1971], as the “academic center”. For MIT,
the transition from undergraduate engineering education to a
graduate school based research university occurred from 1910 on-
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ward, a development which was also characteristic of the Califor-
nia Institute of Technology (founded as ThroopCollege in 1881). In
concertwith this development,MITestablishedandstrengthened
ties to local industries. It became increasingly clear that cutting-
edge engineering, and the training of the corresponding manage-
rial workforce, required a stronger foundation in the sciences and
the humanities: amajor overhaul of the curriculumwas called for.

The subsequent decades prior to World War II were character-
izedbyvarious tugs and rifts betweencompeting factions concern-
ing the proper orientation of the Institute, as Christophe Lécuyer
spells out in the third chapter of Becoming MIT. Under examina-
tion was foremost the balance between institutional autonomy
and industry relations, the right to disseminate and publish re-
searchfindings, and the choice betweenapplied researchandpure
science — issues which still crop up periodically and have shaped
a broad discussion during the most recent decades in various na-
tions. By 1934, however, themajor problems had been resolved, at
least for the time being, and MIT, which had started out as a poly-
technic institution aiming to educate practical engineers, “had be-
come a full-fledged research university with leading research and
graduate programs in physics, chemistry, electrical engineering,
and chemical engineering” [p. 75].

MIT’s current position, presumably, cannot be properly under-
stood without reference to its role during World War II. War had
always been, apart from the bloodshed and suffering, contests in
technological development and the associated acumen. MIT, to-
gether with other higher education institutions of the U.S., was
called upon to educate aworkforce trained in such “fundamentals
[as] æronautical engineering, instrumentation, andmeteorology”
[p. 89], to develop and deploy the various technologies required to
wage war. However, MIT was not only involved in the training
of a technical workforce and the associated crash programs. MIT
can also be seen to stand at the root of what would later —during
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the years of the Vietnam involvement —become known as the
“military-industrial-university complex”. The Institute started a
range of laboratories charged with the development of necessary
technologies, among them the Æronautical Laboratory, the In-
struments Development Laboratory, the Servomechanism Labora-
tory, and the Radiation Laboratory.

What is amazing from today’s perspective is the exploratory,
daring spirit which prevailed during the formation and the early
period of these laboratories. The ‘labs’ were not automatically
manned (sic) by experienced engineers or scientists. They were
run by exceptionally able faculty, but often staffed by inexperi-
enced — creative, talented and intelligent — students with high
stakes regarding their efficacy. This preference for young, tal-
ented students appeared to be at least as much a matter of choice
on the part of those who ran the labs as it grew out of neces-
sity. The resulting experience, as Deborah Douglas points out in
the fourth chapter of Becoming MIT, quickly led to an institution-
wide recognition of a new pedagogical device or enterprise: “All
acrossMIT, this new […]model of auniversity laboratory tookhold.
These labs blended instruction with real-world problem solving”
[p. 91]. “Particularly talented students were immediately tapped
to teach as well as work or even lead key projects” [p. 92]. Douglas
cites John C. Slater [1975, 212]:

The laboratory was an extraordinary assemblage of very able and
intelligent people who had almost no experience with the prob-
lems they were working on. Many of them were very young,
pulled out of graduate school. The fact that they could get so far
was described later in the war as the ‘miracle of the children’ [p.
92].

MIT had integrated engineering with the sciences at a much
earlier date —half a century earlier or even more — than many
corresponding institutes of technology. This integration and, in
a sense, fusion took place on the premise that advanced engineer-
ingwasbecoming impossiblewithout sciences at the cutting edge,
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and laboratory-based sciences depended on engineering and cor-
responding devices. The convergence of engineering and sciences
was a key element in MIT’s successful war contributions. After
WorldWar II,MITwaswonderingwhether itwas growing too fast
to uphold its own pedagogical concepts and whether, apart from
engineering and the sciences, a third element would become nec-
essary. In 1947, MIT appointed a committee under the chairman-
ship of Warren K. Lewis, a Manhattan Project veteran, to “scruti-
nize the Institute’s operation from top to bottom” [p. 103]. In 1950,
on the recommendation of the Lewis Committee, MIT moved for-
ward to implement the third element and a new School of Human-
ities and Social Sciences was inaugurated.

With this move, MIT again led the way for many peer institu-
tions. While engineering as a normative activity and the sciences
as a descriptive endeavor feed on —and support — each other, en-
gineering and the sciences as a pair do not suffice: many problems
which pose themselves andwhich call for solutions, perhaps even
most, have a strong anthropogenic component and cannot prop-
erly be addressed without recourse to humanities and the social
sciences. This comprehensive approach may have contributed to
a certain scientocratic attitudewhichbecamemanifest during the
Kennedy administration and the associated Apollo (man-on-the-
moon) program; it may have fostered a Vita activa as opposed to
a Vita contemplativa (Hannah Arendt); and it must originally have
promoted a certain naive faith in science to control major prob-
lems and catastrophic events, including the Vietnam war, a faith
which has dissipated since.

Like other colleges and universities in the mid-1960s and the
early 1970s, MIT was confronted with student unrest and faculty
criticism, protesting against the institution’s high dependence
on military contracts and the implicit — if not explicit — support
of a Vietnam involvement by the U.S. government. Specifically,
as Stuart W. Leslie points out in the sixth chapter, the large —
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primarily military-sponsored — laboratories were being depreci-
ated, irrespective of their dual-use technologies and civilian appli-
cations. Some proposed a conversion of the so-called “special labo-
ratories” to focus on civilian technologies in fields like “air andwa-
ter pollution, biomedical engineering, and the desalination of sea-
water” [p. 130], some called for a complete divestment, and some
fought to retain the labswith their opportunities to learn “whatno
textbook could teach” —but advocated a revised national focus.

In the end, one such large lab, the Instrumentation Labora-
tory, was made independent on the instigation of U.S. President
Lyndon B. Johnson, and it could act now, like the spin-off com-
panies which were developing along Route 128 or in the Kendall
Square area, as a harbor forMIT graduates. Every era poses its own
challenges, and the embracement by a security-conscious govern-
ment, destined to protect “the free world”, to fight the dangers of
intercontinental warfare and —during the Bush Administration
— the “war on terror”, is both financially comforting as it is polit-
ically and ethically problematic. The required technical special-
ities may change — “to surveillance, computer and information
security, cryptography, and potentially at least, (anti)biological
warfare” [p. 139] — but not the basic issues that were addressed
during these early discussions. During the 1980s, MIT success-
fully withstood the lure of the Strategic Defense Initiative (SDI),
and it had greatly reduced its financial dependence on the Depart-
ment of Defense: the Department of Energy, the National Insti-
tutes of Health, and the National Science Foundation had all be-
comemore significant sponsors ofMIT’s research. “[S]maller, flex-
ible, mission oriented laboratories with limited life spans” [p. 129]
had taken over.

The last chapters in Becoming MIT deal with gender issues. In
the mid 1990s, a prominent senior biologist on the faculty of MIT,
Nancy Hopkins, had finally come to realize, “after fifteen years of
watching how other facultymembers were treated”, that there ex-
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ists a gender bias atMIT’s School of Science: “thewomenwere nei-
ther valued nor rewarded equally” [p. 187f]. After consultations
with colleagues, she and other fifteen women wrote a letter to
Dean Birgeneau to decry the matter. An initial committee was
formed to study the issue, and in 1997 a confidential 150-page re-
port was delivered. In the same year, a second committee was as-
sembled to continue the work, and in early 1999 MIT officially is-
sued “A Study on the Status of Woman Faculty in Science at MIT”
which made headlines in the national press, admitting to “subtle
unintentional discrimination” [p. 165]. Thiswas a landmark in the
history of the institution and other research universities.

Since then, the situationhad improved, as Lotte Baylin reports
in the eighth chapter: more women are being employed as fac-
ulty members, and conditions for advancement and access to re-
sources have brightened. Because of an increased consciousness,
matters should improve further as time goes by. Gender issues are
important for those being discriminated; they are important for
democracies in their fight for equity; and they affect negatively or-
ganizationswhen it is difficult to fill open positions. In the case of
a globally recruiting research university of the highest standing,
however, gender issues become increasingly important because
they are directly linked to an institutional culture which affects
quality. If women do not feel welcome and comfortable, it is in-
dicative of an environmentwhich is not fullymeritocratic, and all
institutionalmembers— aswell as science in general— are bound
to suffer (see Chapter 8).

Does Becoming MIT mention all factors necessary for MIT to
play consistently in the top ranks of the major league of research
universities? No, it doesnot. What it does show is that amajor uni-
versity has a history, and that quality improvement is a step-by-
step process requiring time. A leading university has its destiny
pretty much in its own hands, but it is presumably easier to ruin
a good institution within a few years than to improve its stand-
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ing. Becoming MIT also shows that the blending of hands-on ex-
perience with theory, and the special inter-generational form of
learningwhere the young are seen as partners of the experienced,
proved fruitful. However, two factors which are common among
leadingU.S. research universities— andwhich are not specifically
addressed in this collection —are necessary to achieve quality in
higher education: good faculty-student ratios, which are not only
beneficial in the teaching-learning realm but also essential in fos-
tering a creative research culture [Herbst et al., 2002]; and the fo-
cus on researchers (andnot on institutions)when research is to be
funded.





7
The Paradox of Scientific

Authority

The Paradox of Scientific Authority discusses the role
of scientific advice in democracies and, in particular,
the role of the Gezondheidsraad, the health advisory com-
mittee of the Netherlands established 1902, covering

health care, medical technology, environment, nutrition, and la-
bor conditions. The authors address a seeming paradox, namely
the situation where “the status of science [or] scientists seems to
be as low as it has ever been” [p. 1] while, at the same time, “the au-
thority of the Gezondheidsraad stands virtually unchallenged in
the Netherlands. When the Gezondheidsraad publishes a partic-
ular advisory report, this generally means that the discussion on
the subject is closed” [p. 8]. The aim of the “book is to contribute

⁰Book review of The Paradox of Scientific Authority: The Role of Scientific Advice in
Democracies [Bijker et al., 2009], published in European Legacy [Herbst, 2011].
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to a theory of scientific advising inwhich this paradox is resolved”
[p. 1].

The book is based on a detailed and prolonged study of the
Gezondheidsraad, first published in Dutch (in 2002), and it reports
on a range of case studies dealing with xenotransplantation, anti-
microbial growth enhancers, cardioverter-defibrillator, demarca-
tion and treatment of dyslexia, exposure to dioxins, the terato-
genicity of vitamin A, and other issues. The Gezondheidsraad has
an advisory function vis-à-vis the government, like the U.S. Na-
tional Academy of Sciences (NAS) and its associated institutions,
but in contrast to NAS studies, which act as scientific background
material for policy makers and others, the studies of the Gezond-
heidsraad appear to play the role of a final word, at least until the
issues present themselves anew and are taken up again by the gov-
ernment or by the Gezondheidsraad itself.

The authors, while professing to ascribe to a modern concept
of science and science advising and to “stand on the shoulders of
John Dewey and Yaron Ezrahi” [p. 3], try to solve a second demar-
cation problem: while the classic problem deals with the demar-
cation of science from non-science, their demarcation problem
dealswith the question ofwhich problems should be placed in the
authoritative hands of an advisory committee like the Gezondheid-
sraad and which problems, on the other hand, require a broader
debate. They even think they provide a theory for handling such
cases:

Our theory explains how in some cases issues are settled with
purely scientificadvice,whereas inother situations conflict erupts
and stakeholders’ input or even a wider societal debate is neces-
sary to reach some form of closure [p. 165].

As we all know, there are problems that can be solved on sci-
entific grounds alone; these are covered in high school science
courses and in the introductory courses of colleges, or worked
out as part of the daily routines in laboratories serving a range of
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important functions, but these are not the issues a government
wants to see “settled”. Issues of a public significance are problems
that cannot be easily solved, be it because (i) the understanding of
a phenomenon is lacking; (ii) there is a debate onwhat goals to pur-
sue or what values to adhere to; and (iii) there is a debate on how
to go from here to there, that is, how to formulate policies or im-
plement plans. Many issues that present themselves in the public
sphere are characterized by a fuzziness in all three areas, which is
why we tend to perceive them as ill-structured.

To shed light on the first of the three problem areaswe usually
use ‘positive’ science to gain a better picture of the prevalence of
diseases, social conditions or environmental problems, and form
a clearer conception of the network of factors that affect the phe-
nomenon under investigation. The second problem area, strictly
speaking, lies outside the framework of science, but we can use
the social sciences and the humanities to describe value struc-
tures or to raise awareness of these in individuals and groups. The
third problem area is the domain of ‘normative’ science: manage-
ment, operations research, planning.

Most problems we cannot ‘solve’ nevertheless will have to be
‘settled’, at least for the time being. Individuals and societies have
to function in an imperfect world, andwe are constantly forced to
make decisions on the basis of imperfect information and lacking
insight. Governments know this, and they turn to scientists for
help with the understanding that experts are generally less im-
perfect (in their field of expertise) than the polity. This is why
scientific advisory committees exist, but it does not explain the
aforementioned authoritative role of the Gezondheidsraad. Presum-
ably, this role has two roots: some issues of a technical nature are
gladly left to the experts to tackle, and there is not enough public
controversy to warrant a dispute among experts; and, secondly,
the Gezondheidsraad operates in a society where institutionalized
authority is commonandwhere the initial hypothesis concerning
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the status of science and scientists — and the corresponding para-
dox of authority — simply stands on shaky ground.
The “theory of scientific advising” the authors refer to would

have to resolve the aforementioned paradox, if it exists, and it
would have to solve the associated demarcation problem. In the
pursuit of this, Bijker et al. propose a classification schemeof prob-
lems and, depending on the classes of such problems, make an a
priori screening to determine the suitability of issues to be dealt
with by the Gezondheidsraad. They propose “four different risk-
problem characterizations, which [they] call ‘simple’, ‘complex’,
‘uncertain’, and ‘ambiguous’ ” [p. 159–167]. Simple issues “can be
left to the in-house experts of the authorities”, and complex issues
can be handled by the same experts in that “boundary and coordi-
nationmechanisms” are applied. In these cases “democracy is bet-
ter served […] by scientific advisory institutions that do not have
stakeholder representation”. With regard to uncertain or ambigu-
ous issues, scientific advice ought to be “embedded in a broader
risk governance process” which would include “non-scientific in-
put” as well.

In this way, the authors appear to have solved their self-
declared demarcation problem. However, the solution to this de-
pends on a classification scheme that is not above reproach. The
four classes referred to above are not generated by a 2×2-table, for
instance, or by any other discernible logic, and it is not at all clear
howclass-membership is determined: noproper criteria are given
for that. Furthermore, Bijker et al. — and the Gezondheidsraad —
appear to think that as longas there is a consensus amongcommit-
teemembers on a particular advice, there is no need on the part of
the government to question this: the advice can be taken at face
value. There is a certain validity in this: expertise can be ascribed
but not easily checked. If experts agree with each other, their ad-
vice and their judgement appear sound; if experts disagree, their
very status is questioned. Hence, the demarcation problem can be
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solved — ex-post—by looking if a consensus is being reached.
Finally, Bijker et al. present the somewhat misleading picture

that the Gezondheidsraad functions like other advisory bodies, the
NAS [p. 18f], for instance. This is not the case. The NAS is an insti-
tution serving, together with a range of competing institutions,
a vast, pluralistic society in a pluralistic way. Members and au-
thors of the NAS are recruited from a diversified higher education
system or from a variety of research institutions; their findings or
advice can be questioned from within or from without the NAS;
advise has authority as long as there exists a common consensus
regarding the validity of that advise; and there is no paradox to be
explained. In today’s world, there are few academies or science
advisory bodies that claim—or possess— a corresponding author-
itarian role as that ascribed to the Dutch Gezondheidsraad. Rather
than trying to address a non-existing paradox, the authors might
have attempted to explainwhyademocratic societyhas apredilec-
tion for scientocratic tendencies.





8
Gender Equality

Gender issues are generally addressedwith three foci in
mind: a focus on individuals; a focus on the economy,
particularly the labor market; and a focus on quality
and productivity in industries, firms, or teams. The fo-

cus on individuals is the natural, direct approach to address these
issues and is prevalent among people working at the front to im-
prove gender equality. It is an approach of advocacy and permits
discussions of various social problems. In contrast, the focus on
the economy is not an approach of advocacy as such, and it is not
that prominent. The focus is generally chosenwhen there is a dis-
cussion on untapped human resources or talent pools, or when

⁰The note presents a thesis which ties gender equality to quality manage-
ment (Gender Equality= Quality). The note was originally formulated in prepa-
ration of the “2nd European Conference on Gender Equality in Higher Education”
(Swiss Federal Institute of Technology in Zürich, September 12-15, 2000), to pro-
vide a basis for a panel discussion, but was subsequently not used. It is reissued
here in slightly edited form.
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there is a misfit between job openings and labor supply. Lastly,
the focusonquality andproductivity in industries, firms, or teams
has become prominent in recent years and centers on the cultural
aspects of work and the interplay between the various actors in
the world of business.

It is this last focus we would like to dwell on in this note. In
particular, Iwould like to discuss a thesiswhich states that the pur-
suance of quality in the field of higher education demands gender equality.
From this perspective gender equality is a welcome —but neces-
sary —byproduct in pursuing quality. To illustrate the thesis, I
shall have to focus first on the notion of quality as far as European
institutions of higher education —and in particular research uni-
versities — are concerned. This notion of quality is quite conven-
tional and there appears to exist reasonable consensus regarding
the general aims of higher education among scholars, administra-
tors and decision-makers. Next, I shall have to address themeans
by which to achieve quality. Here, the range of opinions is much
broader and positions are fragmented bynational cultures or polit-
ical positions. Furthermore, thediscrepancybetweensharedaims
on the one hand and disputed means on the other might call into
question the consensus on what constitutes quality. Aims are op-
erationalized in terms of means, and these reveal in some detail
what the general wording on aimsmight conceal. In other words,
if certain means are lacking, if structures are missing, if policies
are deficient, quality might not be within our reach.

What constitutes quality in European higher education, or
worded differently, how can we identify quality? To answer this
questionwewill have to look at someoutput indicators. Not the in-
nards of our institutions are relevant in this context, not the way
we teach, research or administer, but what we produce. As edu-
cational institutions we form, educate, train and retrain genera-
tions of professionals, teachers, research staff and faculty. Today’s
environment demands that these graduates are not only bright
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andwell educated in their ownfield, but also creative, flexible and
communicative individualswith emotive depth and broader inter-
ests. As institutions focusing on research, we want to deepen our
knowledge of various phenomena, extend the boundaries of sci-
ence and technology, and help in the solution of problems. In or-
der to engage in this research, we require the same talents we try
to nurture as educational institutions. We cannot produce clones
with the attributes described, but we can educate a diverse spec-
trum of people that exhibit these attributes as a group: young
and older individuals, females andmales, natives and people from
afar.

Do European institutions produce this output? Not to the ex-
tent they could. In comparison to our idealizationof quality— and
in comparison also to a range of existing institutions in Europe
and elsewhere — too many institutions and higher education sys-
tems have yet a long distance to go. If we look at the internals of
these institutions, at the means by which output is produced, we
can identify a range of symptoms of ailments, of deficiencies. The
literature on higher education is full of discussions of such phe-
nomena. Deficiencies are primarily characteristic of tertiary edu-
cation systems under stress, that is, systems which have to cope
with lack of funding or retrenchment in the wake of mass higher
education, or systemswhich are not competitive enough for other
reasons. However, deficiencies are not simply caused by external
factors against whichmanagers or decision-makers in the field of
higher education cannot do much; they are more a sign of mal-
adjustment of institutions or entire higher education systems to
new environments or new conditions, of inappropriate traditions
still prevailing.

Maladjustment in higher education is quite a common phe-
nomenon, but it is not easily recognized because of a lack of
a competitive arena for institutions of higher education. Al-
though higher education is seen as a motor of economic prosper-
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ity, the relationship between higher education and the respective
economies is rather tenuous: we cannot assess higher education
by looking at macro-economic indicators alone. But we can com-
pare higher education institutions and engage in benchmarking.
If we do this, wewill see that the best-run systems andmost effec-
tive institutions differ in significant ways from the rest. Well-run
higher education systems are diversified, not monolithic. They
cater to different audiences but provide for student flows between
different tiers of— or different institutions or departmentswithin
— the system. Their public service mission is dominant and in-
stitutions are managed in entrepreneurial ways. Curricula are
driven by the needs of students and society, not by disciplinary
paradigms. Animation and active learning take preference over
know-how transfer and instruction. Research is governed by abil-
ity and talent, not by status.

If we look further into the workings of well-run systems or in-
stitutions, we shall see that academic traditions play a role, and
rightly so. However, well run systems or institutions cherish
traditions to the extent that they are functional in securing au-
tonomous and prosperous entities in the field of higher education.
Necessary changes may not come easy and they may require dis-
cussion over some time. But they are not blocked over prolonged
periods and change management is reinforced by adequate orga-
nizational structures, budgetarymechanism and quality cultures.
Well managed systems or institutions recognize and foster talent;
seniors work with juniors in collegiate and mutually supportive
ways; competence can be accumulated and careers can be built in
a step by step fashion; career changes are tolerated or even encour-
aged; initiatives are spurred, not suppressed; no rigid disciplinary
boundaries prevail and cross-disciplinary activities abound. In ed-
ucation, students are guided to institutions and areas of studies
which cater to their particular abilities and interests; a wide spec-
trum of curricular choices are offered and advising is taken seri-
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ously; dysfunctional personal dependencies which unduly bind
studentsor assistants to facultyareminimized; social competence
is fostered and teamwork is practiced.
Thehigher education systems and institutionswith the sketch-

ed characteristics are not utopian: they do exist now, if only in
restricted populations. Our agenda here is not to reform higher
education as such, our agenda is gender equality. But we may
note the following: systems and institutions with characteristics
as sketched pursue quality; furthermore, they implicitly provide
an environment of gender equality, a space where each of us can
better develop according to societal needs and to her or his respec-
tive abilities and intentions. Hence, quality in higher education (Q)
implies gender equality (E)¹. Conversely, if we pursue our agenda by
providing the humus on which gender equality can develop, we
shall implicitly improve the quality of higher education institu-
tions. Gender equality issues might serve as a testing ground for
quality issues in general, as the trout, metaphorically speaking,
to test the quality of the current of higher education: if gender
equality gets realized, quality itself shall be attained. Hence, gen-
der equality (E) in higher education implies quality (Q)² and, by implica-
tion:

Gender Equality= Quality³

¹Q⇒ E

²E⇒ Q

³ (Q⇒ E∧ E⇒ Q) ⇐⇒ E = Q





9
Adjunct Labor

Tere is a notion that success is tied to abilities. People
succeed in sports because they are faster than others,
have more stamina, better ball control. A grand mas-
ter of chess has a high Elo rating because he can ‘read’

the game better, knows a broader spectrum of openings, has the
ability to calculate the various options open to him, and has a de-
veloped killing instinct. A classical violinist of repute knows how
to play the pizzicatos of Paganini and the slow movements of a
Brahms concerto.

That much we know. What we do not know is howmany peo-
ple are out there with the innate abilities to perform, without
performing. And we do not know how many people exist who
perform, who are successful, without innate or acquired abilities.

⁰Book review of Gypsy Scholars, Migrant Teachers and the Global Academic Prole-
tariat: Adjunct Labor inHigher Education [Teeuwen andHantke, 2007], published in
European Legacy [Herbst, 2009c].
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How many investors get rich because they are astute, insightful
and wise, and howmany get rich out of sheer luck? If the second
million is easier to acquire than the first, the third easier than the
second, then we might end up with just lucky millionaires. How
many ambitious people are around to fill our positions, and how
many talented people are forced out of the respective social sys-
tems, or give up?

In higher education, we somehow assume that the bright and
talented end up at the top. But is this so? We know, of course,
of the people who succeed. And among those there is a good por-
tion who are not necessarily bright and talented but ambitious,
diligent, and mainstream. Those who are bright and talented but
not successful we rarely know, and if we know them, we know
them, presumably, because theywere the lovers or spouses of peo-
ple who succeeded and whose biographies we had read.

Unsuccessful people we do not know, generally, irrespective
of their talent or genius. Furthermore, we assume that society or
social systems are not to blame for their lack of success or failure,
and that they themselves are responsible for their destinies. From
this perspectivewe look at our schooling andhigher education sys-
tems: promotion is the survival of the fittest, is social Darwinism,
and we normally do not question this. We still live in stratified
societies in a sense, in stratified higher education systems that re-
semble feudal cultures of times past, with their insignia of class
membership, prestige and power.

Rudolphus Teeuwen and Steffen Hantke assemble accounts of
academics who have not made it, directly at least, to the top stra-
tum of academia, who have not become —or have not easily be-
come — faculty members, perhaps sometime in spite of their tal-
ent and training. They belong, or belonged at one time, to the pro-
letariat of academia and serve or served as “adjuncts” as these peo-
ple are called, as supplementary teachers to be easily disposed of
if the circumstances would require that. Some of the “adjuncts”
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would remain in these positions indefinitely, sulking or assuming
a posture of organized labor, and some would look for their luck
abroad, ending up as faculty members of foreign universities in
alien nations.

Academics, of course, are not the only groupwho have to fight
for their survival. What distinguishes them from other groups,
and what distinguishes the authors assembled by Teeuwen and
Hantke, is perhaps their sense of belonging: they see themselves
as academics whose environment is academia. Most engineers
who do not make it in academia find their way into engineering
practice, and the physicists and mathematicians who drop their
academic career or are droppedbyuniversities, join an investment
bank, a consulting company or a software group. In fact, many
talented people and accomplished students do not find academia
that desirable, and that their prospect of advancement is limited
within academia appears not that important to them.

Seven of the thirteen authors assembled in this volume are
modern language teachers, basically of English, and five can be
grouped to belong to the humanities; only one author falls out-
side this norm. Such a spectrum of experiences is not suggestive,
let alone representative, of problemsymptomswemight associate
with “adjuncts”. However, as Teeuwen stresses, “it is mostly in
the humanities that being an adjunct is so heavy laden with per-
ceptions and actualities of misery, worthlessness, abjection, and
failure”, and that may account for the selection of authors. The
book assembles first-person accounts, oral histories if youwill, i.e.
perceptions on how people with a decent education and advanced
degrees were seeing and assessing their years of “adjunct teach-
ers”, and it is one of the few with such a focus: most other publi-
cations which address these problems are social science studies,
reporting on survey results, and management manuals, trying to
coach administrators on how best to cope with the situation.

What can one now learn as a reader? What lessons can one
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draw as a higher education administrator, what is to be discov-
ered from the perspective of a part-time teacher? One of themain
findings, perhaps, is that adjunct teachinghas becomean issue, at
least from an American perspective: part-time and adjunct teach-
ing was not that common on the North American continent until
recently. In Europe, adjunct teaching, in a sense, was—and is— a
norm: the Humboldtian university depended on it all along. Post-
doctoral scholars with a venia legendi waited to be called onto pro-
fessorial chairs, and most of them waited their entire life. M.D.’s,
chemists, engineers, lawyers, etc., working in their private prac-
tice or office, would give an occasional course or seminar at their
local university. Quite a number of professors assemble a whole
crew of senior assistants, some of those permanently employed,
who are essential in running the ‘chair’, preparing lecture courses,
devising teaching experiments, supervising undergraduate and
graduate students.

Assessing adjunct labor in a global context will have to take
account of the various cultural contexts within which higher ed-
ucation is organized. It will also have to distinguish between var-
ious perspectives within a cultural context. Adjunct labor can be
viewed from a labor organization point of view, in which case the
aim is to improve the conditions under which adjunct labor will
have to operate. Most accounts found in the volume under discus-
sion have adopted this perspective. Adjunct labor, however, can
also be viewed from a performance perspective. In the European
context, adjunct labor is directly linked to excessive structural
hierarchies which are detrimental to institutional performance;
and in the American context, excessive adjunct labor is bound to
threaten the quality of higher education. Hence, in both environ-
ments it would be best to reduce adjunct labor to aminimum, but
one will have to analyze in detail why adjunct labor survives or
grows: without a fuller understanding of the mechanisms which
keep adjunct labor in place one cannot fight it.
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Within the ‘alien’ higher education systems in which some
of the assembled authors work, the employment of adjunct labor,
of foreigners, helps institutions to compete in a globalized world
while trying to preserve some of the prerogatives of their local se-
nior members. Within Western higher education systems, mass
higher education, the limitations of funds, and a drift toward the
more lucrative natural sciences and engineering brought about a
shift formore adjunct teachers or, to fight the labor intensiveness
of teaching, toward a virtual university. This is the demand side
of the story. With regard to the supply side, tough as it sounds, ad-
junct labor should also consider finding jobs outside of academia
— to fight this form of exploitation by eluding it.





10
German Intellectuals

Much ofwhat is subsumed in Germany under the
term of Vergangenheitsbewältigung (to copewith the
past) refers to guilt, shame, suppression and de-
ception, and the four are not that easy to separate

in the specific case because we find them intertwined in reflec-
tions, analyses or vita. The personal coping of Germans has lead
the children of perpetrators on various paths, as DanBar-On [1991]
and others have documented. First generation Nazis may have
pursued similar options: for opportunistic reasons or out of a new
conviction that the past deedwaswrong. ManyGermans, perhaps
most, had other things to do than to engage in self-reflective activ-
ities, but formany intellectuals and academics, theNazi past is an
ongoing —and painful, agonizing — issue.

In his “German Intellectuals and the Nazi Past”, A. DirkMoses

⁰Book review of German Intellectuals and the Nazi Past [Moses, 2007], published
in European Legacy [Herbst, 2009b].
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recounts debates regarding Vergangenheitsbewältigung, spanning
the post-war decades up to the present. He relates debates in
great, perhaps even excessive detail, covering twelve chapters.
The uninitiated reader will find much interesting information on
an ongoing discourse; nevertheless, he is bound to miss a per-
spective. Moses structures this discourse according to the gener-
ation and the position of discussants. Regarding generations, he
sets his focus on what we called the weiße Generation, and which
Moses calls the “forty-fivers” cohort (born early enough to be con-
scious of theNazi period, butnot old enough tohave become impli-
cated); indeed, “the expectationwas that [he, i.e. Moses] would be
their generational biographer”. He focuses mainly on two popula-
tionswithoccasionally oscillatingmembership, the “redemptive”,
non-patriotic Germans (like Joschka Fischer or JürgenHabermas),
and the “integrative”, patriotic Germans (like Wilhelm Hennis
or Martin Walser), but it is doubtful that such a categorization
could cover the spectrum of issues that give form of the German
dilemma.

Moses’ book focuses on Germany as such, seen through the
eyes of the intellectuals he refers to: “historians, philosophers,
sociologists, political scientists, and educationalists”, or writers
who appeal to an educated public and whose positions are pre-
sented or discussed in the feature pages of the Frankfurter Allge-
meine Zeitung or other leading German newspapers or magazines.
He critically recounts a discussion up to the controversial lecture
of Martin Walser in the Frankfurter Paulskirche (1998), the imple-
mentationof aHolocaustMemorial inBerlin (2005), and the soccer
world championship in Germany (2006) with its opportunity to in-
dulge in harmless patriotism by an innocent fourth generation of
Germans.

While Moses retraces a German discourse, he does not appear
to follow through on his own intentions. In the first chapter of
his book, Moses claims to address the issue of Vergangenheitsbewäl-
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tigung in the aftermath of Daniel Goldhagen’s “Hitler’s Willing Ex-
ecutioners” [Goldhagen, 1996] not with the vocabulary of guilt &
shame, but with the concept of pollution: “There is no doubt”,
Moses states, “that German children felt polluted, and even saw
themselves as victims of their parents”. To “feel polluted” is a
strong-worded sentiment whichmay have nourished the German
post-1945 debatewhichMoses addresses, at least partially. But the
concept of pollution offers other forms of analysis. To ask to what
extent German post-1945 thinking has been “polluted” or, to use
more neutral terms, influenced or affected by a Nazi era, is cer-
tainly a valid research question.

One of the basic tenets of a sociology of knowledge posits that
knowledge is at least partially determined by the environment,
by the locus of debate, theory formation and conceptualization.
Hence, it ought to be natural to ask to what extent post-1945 sci-
ence has been influenced or even shaped by 1933-1945 science. Or,
more generally,wemay ask towhat extent aNazi sciencehas been
influenced by thoughts, concepts and institutional arrangements
which still affect today’s academic world. In this way, one can
apply an epidemiological approach to ask how contagious were
these thoughts or concepts, how influential were the various “dis-
ease carriers”, how resistant were the disciplines or academics,
and how frequent was the infection in the population of post-1945
academics and intellectuals; 1959 demanded TheodorW. Adorno a
kind of “vaccination” against such diseases.

Moses addresses this question, but he is so driven to document
an inner-German debate, extending over decades, that he appears
to lose sight of his original question. “German Intellectuals and
the Nazi Past” does not focus on the epidemiology of ideas or on
the concept of “pollution”. Institutional aspects as they relate to
the role of professional organizations or the reform of higher ed-
ucation are touched, to be sure, but they do not form a central
focus of Moses’ analysis. ‘German’ disciplines with a clear Nazi
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past still practiced today —e.g. Raumordnung (a form of regional
planning) or Volkskunde (a kind of folklore studies or ethnology) —
are not mentioned in spite of existing literature, and disciplines
— like sociology —heavily contaminated by Nazi heritage are not
critically reviewed. Other fields playing a central role in Nazi Ger-
many— such as anthropology, geography, medicine, engineering,
German philology, law —are not critically reviewed. A look at
Ernst Klee’s lexicon on people of the Drittes Reich (Third Empire)
will show themany Nazi academics who survived de-Nazification
procedures and served to educate future generations of students
[Klee, 2003], andmany of those lacked the stature and the intellec-
tual abilities to acknowledge that influence.

While there are many excellent publications focusing on the
Nazi past of institutions or companies, there are not that many
analyses of a possible Nazi legacy in today’s world. We normally
assume that this has, finally, come to an end. But this might not
be so. ‘Contaminated” concepts or languagewill be used by almost
anyonenow, independent of the political orientation of the person
using thesewords, and naively. The same problem ariseswith the
legacy of theGermanDemocratic Republic (and other dictatorship
regimes). Pertinent research questions are raised in this regard in
a publication edited byWilfried Loth and Rusinek [1998], Verwand-
lungspolitik, which Moses cites. If we want to continue the “vac-
cination” process Adorno speaks of, we have to become conscious
not only of the Nazi past but also of its legacy today. And if we
want to understand the Nazi phenomenon better, we might have
to identify aspectswhich fostered the development of Nazism and
which are still part of today’s culture.

A comparative perspective that the author — raised in Aus-
tralia, pursuing his doctoral studies at Berkeley, and spending
many years of study in Germany itself — is predisposed but fails
to give would have provided insight that is lacking. To discuss the
demands of the German students 1968 regarding representation
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inmatters of running the universitywithout a comparative analy-
sis is shortsighted if not misleading: the European 68-movement
did not have that much in common with the student movement
of the U.S. that preceded it, and the demands of the German stu-
dentswere different from those elsewhere. The Free SpeechMove-
ment at Berkeley and the anti-Vietnamwar teach-ins initiated by
faculty at the University of Michigan both started in the fall of
1964, eventswhichwemight see to stand at the beginning of a cas-
cade of protest movements which coveredmanyWestern nations.
These protest movements had a culture of protest — and an anti-
Vietnam war vision — in common, but apart from that, the focus
of protest was locally determined.

The demands of the German students regarding the role and
governance of universities was in line with a labor union vision,
so to speak, and the irony is that they helped to cement a highly
stratified, authoritarian academic system that is, in Joseph Ben-
David’s words, “dysfunctional”. German assistants are not Assis-
tant Professors, as Moses suggests, in spite of the fact that both
have similar credentials: the difference is that the former is in
a dependency position, serving a Professor, whereas the second
is part of a collegial culture and an academic department, enjoy-
ing the academic freedom that allows him or her to act as faculty
member and principal investigator. The German university is en-
chanted by titles (and positions) more than by talent, as Rainer C.
Schwinges [2007] et al. havedocumented, and thishas effect on the
entire research enterprise and intellectual life of the region. It is
very likely that 1968 formed, for the time being, the last chance
to reform the German university and German intellectual life in
general, and the current official “excellence initiatives”, another
top-down activity, will not changemuch regarding thesematters.

The problem of today’s Germany is not a revival of Nazism by
right-wing intellectuals. The problem is to be found in a still insu-
lar German culture too remote of an international discourse affect-
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ing, in particular, the social sciences and thehumanities. This cul-
ture, local andhierarchic as it is, is bound tobeaffectedbyabrown-
ish shaded science. Luckily, some German scholars of the older
and newer generations have been able to free themselves of this
heritage. In a recent journal article¹, one of the figures of the post-
1945 debate whom Moses cites with frequency, Hermann Lübbe,
relates a story regarding Edmund Husserl who was reported to in-
terrupt a student who failed to come to the point by remarking
that instead of saying, what he, the student, had read, he should
say what he had seen. I am tempted to make the same remark.

¹Hermann Lübbe, “Zumeist nüchterne Leute”, Neue Zürcher Zeitung, 22./23.
March, 2008.



11
Judaism and Religion

J udaism has become a complex concept. Gone are the
times when a Jew was a Jew was a Jew, at least for the
ordinary person not steeped in Judaic studies, theology,
history or philosophy; when political correctness did not

yet demand today’s euphemism like Jewish ‘decent’ or ‘faith’ to
circumscribe the fact; when anti-Semites and philo-Semites did
not unwittingly collude in their respective aims.

Leora Batnitzky has written a tour d’horizon on Judaism to ac-
count for this complexity. Her major thesis is that Jewish reli-
gion as such is a modern concept, introduced in Western Europe
against the backdrop of Protestant reformation during the time
of the Haskalah (enlightenment). Before that period of emanci-
pation, in biblical times as well as in the diaspora, Judaism and
Jewish life was — in spite of various internal conflicts, factions,

⁰Book review essay on How Judaism Became a Religion [Batnitzky, 2011], pub-
lished in European Legacy [Herbst, 2016].
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crises or, later on, its eventual dispersion and localized cultural
variations —pretty much an entity, a wholeness, encompassing
religion, culture and nationality (i.e. Israel).

As corollaries to Batnitzky’s thesis we may state that Jewish
secularism, as well as modern Jewish orthodoxy, are directly tied
to Batnitzky’s concept of religion: Jewish secularism as a comple-
ment to or compensation for what is perceived as an overly nar-
row —and occasionally even Christianized — concept of religion,
which does not fit Jewish culture or self-understanding; andmod-
ern Jewish orthodoxy, which understands religion as a theistic a
priori system [Soloveitchik, 1983], negates Judaism as a subjective,
personal trait, and relegates a broader notion of Jewish culture to
its fringes¹.

&
Before modernity, the undividedness of Judaism lay in its

roots, in its construction, in Israel. The first break occurred with
the onset of Christianity, with Paul the apostle, with the abroga-
tion —or, as Yehezkel Kaufmann [1996, 20] (1929-30) calls it, “nul-
lification” —of the law (Halakha) and the focus on faith. Ju-
daism did not have the real opportunity to expand beyond Israel,
but Christianity had, not because of a preconceived plan but due
to “specific historic circumstances” [Kaufmann, 1996, 178]². Chris-
tianity, and later on Islam, were in a position to proclaim Jewish
monotheism and ethics (or certain forms thereof) among Gentiles
while the Jews themselves were not. “Monotheism”, writes Kauf-
mann [p. 181], “could not conquer pagan nations so long as it bore
its original Jewish stamp […] Its monotheism could win the na-
tions only after detachment from the nation of Israel, and it was

¹In her book Batnitzky also covers Jewish ultra-orthodoxy, a topic not ad-
dressed in this review.

²Kaufmann uses here an argument which was later reiterated in a different
context, referring to the spread of higher education institutions (and ideas); see
in this respect Ben-David [1977].
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conveyed to the Gentiles in new revelations, new covenants”. By
focusing on faith (as opposed to law), Christianity was not ham-
pered by Roman lawwithwhich it had to coexist; andwhile in ex-
ile, Jews lived for a good part in extraterritorial enclaves, in ghet-
tos.

From an anthropological perspective, religion of the premod-
ern era (in general)might be seen as a triad: an attempt to compre-
hend, to explain the world; an edifice of ethical doctrines; and as-
sociated cultures. Furthermore, the anthropological perspective
would also indicate that religion, the Torah and theMitzvot (com-
mandments) serve a social purpose³. Any attempt to remove one
of the three pillars of religion in the premodern era — cognition,
ethics, culture —would have been dysfunctional. It should be
clear that religious life was a cultural affair intertwined with
ethics. Furthermore, religion could not easily be separated from
cognition, from the urge to understand or to explain theworld. In-
deed, ancient or premodern sciencewaspart of, andnot in conflict
with, religion. During the famous Jewish-Christian disputations
in Paris (1240), Barcelona (1263) and Tortosa (1413-14), both sides
claimed to follow a scientific argument [Maccoby, 2006 (1982)].
The clash with science occurred later on, in the 16th or 17th cen-
tury (within the Catholic church), when religious doctrines con-
flicted with science.

The cognitive orientation of religion, and the implicit claims

³Jewish theology normally rejects such notions. Mitzvot, for instance,
are generally subdivided into two categories, Mishpatim, i.e. commandments
whose logic —or purpose — is apparent; and Khukim which are elusive from
a functionalist perspective and are accepted as divine decrees. The functional-
ist perspective which sees reason in dietary laws, the Sabbath norm, the com-
mand not to mix wool and linen, et cetera, is disaffirmed: “[…] the profound
religious mind would undoubtedly resent such platitudes”, writes Soloveitchik
[1986, 97]. Batnitzky cites Leibowitz [1992, 66]whoopposes the anthropological—
functional —perspective: “The purpose of the Torah is not social improvement,
and the ultimate ground for the Mitzvot is not concern for man’s needs in his
social existence”.
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regarding ‘truth’, may also have contributed to a “clash of cul-
tures” between Jews and Christians, or Christians and Moslems
and, later on, between Catholics and Protestants. Jews did not
develop a proselytizing culture, because their religion was, in a
sense, naturally confined to Israel, but the Christians had, and
Jews were engrossed in this ongoing competition and conflict ex-
tending over centuries. What led to persecutions, forced conver-
sions, pogroms and displacements of Jews during the inquisition
or in modern times started as a conflict of views or interests lead-
ing to anti-Judaism and, eventually, to anti-Semitism and social
marginalization.

&

Judaism’s birth as a ‘religion’ in the modern, non-comprehen-
sive sense is tied, according to Batnitzky, to Protestant reforma-
tion, the subsequent Haskalah, and the eventual formation of
the modern nation-state in the mid-nineteenth century. Separat-
ing state and religion was a process which extended over some
time and which was first consolidated —after the French Revolu-
tion — in the new constitutions of European nation-states. Reli-
gion was privatized, but allegiance was not. The new states were
not just seen as political vessels to discuss views or, in the case
of democracies, to cast votes, to elect officials, or to pass consti-
tutional amendments or laws, they demanded —as nation-states
— allegiance, patriotism, loyalty, a nationalistic sense of belong-
ing.

TheHaskalah and themodern understanding of nation-state
enabled a reassessment of Judaism from within: to live and prac-
tice Judaism side-by-side, and on an equal footing, with other de-
nominations. Jewish emancipation was a by-product of the gen-
eral political transformations preceding, and going beyond, the
French Revolution. Among the Jews, Moses Mendelssohn (1729-
86) is the scholarmost readily associatedwith the initiation of the
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Haskalah. He translated the Torah (1778) into German⁴; Reform
Judaismwas born. Jews took part in assimilation processes of var-
ious shades, they intermarried, were baptized out of conviction
or expediency, tried to live a modernized Judaism, or held onto
their traditions. For roughly a century there was a certain hope
amongWestern Jews to unite Judaism and nation-state. Jews en-
tered professions, studied sciences, became part of a prospering
German university [Richarz, 1974], shaped music and art, and be-
came a constituting element of modernity [Botstein, 1991].

The fusion of Judaism and nation-state never became mani-
fest: Jews longed for political rights, for an end to discrimination,
while Gentiles demanded their assimilation, the relinquishing of
any visible trace of Judaism —yet assimilation was often not an
option. In Western Europe, religion and state were in the pro-
cess of becoming separated and religion construed itself, as Bat-
nitzky stresses, as a personal category, touching on culture, ritu-
als, and on a new self-understanding of Jews and Judaism. The
‘liberal’, ‘enlightened’ hope of Gentiles, exemplified for instance
by William von Humboldt [1964] (1809), was that emancipation
would lead to a conflation of Jewry with the dominant Gentile so-
ciety; a visible, proud Jewry had no place in the concepts of amod-
ern nation-state. A Jewish ‘question’, perceived by Gentiles and
Jews alike, by Marxists, social scientists, nationalists, Zionists
and anti-Semites, lingered on and was reflected in a broad spec-
trum of positions. All these eventually affected the earlier encom-
passing concept of Judaism — in Batnitzky’s words, of “religion,
culture and nationality” — and the subsequent coping strategies.

In Eastern Europe the Haskalah did not play the role it had
played in the West, and emancipation took on a different direc-
tion. Within Judaism proper, religiosity and Chassidism acted as

⁴In a way that mirrored his mission: instead of using the Latin alphabet, he
used Hebrew letters so that his Jewish audience (familiar with Yiddish and He-
brew) could read the Bible and be introduced to the German language.
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a rejuvenating force, and Judaismexpanded its boundaries greatly
by establishing Yiddish as a literary language (affecting all the
arts); the Jewish ‘question’ was addressed through strong move-
ments of self-assertion, through international visions (Socialism
or Marxism), cultural stances (Bundists, Yiddishists) or national-
istic tendencies (Territorialism, Zionism). During the second half
of the 19th century, Eastern Europe served as a repository for émi-
grés moving West (or East), affecting the culture and perception
of Judaism at the respective destinations. In Central Europe, the
Jewish population in cities like Berlin, Leipzig, Prague, Lemberg,
Vienna or Budapest rapidly increased, bringing about an unprece-
dented blossoming of Jewish culture; and in the late 19th century
(and subsequent decades), the U.S. became a new home for Jews
and Jewish culture.

The 20th century caught the world off guard. Anti-Judaism
and anti-Semitism were postures which Jews had encountered,
but in spite of such experiences, Jews were inclined to cling to
their respective statehood, their Germanhood [Wassermann, 1921;
Reichsbund Jüdischer Frontsoldaten, 1932]. The world appeared
unprepared for the systematic—unprecedented—extermination
of a people (and associated cultures). And yet, it must have been
ready for such an act. Jews were a minority, a tiny minority at
that, and after so many centuries of persecution the idea, the
thought-experiment, the “dream” [Botstein, 1991, 13] of getting
rid of this group had taken hold out of a sense of expediency.
This utopia was directed against a loose ethnicity which annoyed,
competed, irritated, pestered, confronted —but also seemed, and
this is critical, dispensable, not needed: a world without Jews ap-
peared within the confines of the mental landscape of many in-
habitants of Germany, Austria (and Central Europe), particularly
among the intelligentia [Klee, 2003]⁵. Ethical or religious senti-

⁵Botsteindraws a clear line vis-à-vis otherminorities, such asAfro-Americans
in the U.S. (which were needed as a labor force); the experience of Native Ameri-
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ments did not interfere, opportunism prevailed. And so it was:
the combination of a radical nationalistic Nazi movement, aided
by a well-entrenched bureaucracy and authoritarian culture, and
a widespread sentiment that Jews were alien and superfluous be-
came paramount⁶.

Anti-Judaism was and has remained a particularly effective
stepping stone to anti-Semitism until today. The church had diffi-
culties accepting its wrongs and liability in this respect and thus
in introducing corrective measures. Even in the 20th century, it
tried to uphold a proselytizing — cognitive —orientation, fight-
ing for ‘truth’⁷. Progressive, ecumenical voices, such as that of
the Protestant theologian andphilo-Semite LeonhardRagaz [1947],
were impelled to warn Judaism of the “void” and its impending
“doom” unless it embraced Jesus⁸. Implicit in this warning was
the link between the Jewish position and the predicament of the
Jews : “[The Jews] might find in persecution and anti-Semitism
a punishment for their rejection of Jesus” and, furthermore, “suf-

cans may come closer to that of the Jews.
⁶In response to the massacres at Charlie Hepdo and a kosher supermarket

in Paris January 7-9, 2015, and in countering the specter of a massive emigra-
tion of French-Jewish citizens to Israel, corresponding statements were “France
is proud to hold the largest population of Jews in Europe” (Ségolène Royal) and
“France [would] no longer be France” (Manuel Valls)—Washington Post, January
13, 2015.

⁷This stance is visible during the past millennium and appears to be a sine
qua non of Christian self-understanding. As an example, I have referred to the
Jewish-Christian disputations of the 13th and 15th centuries. A second example
is Johann Caspar Lavater’s challenge (1769) of Mendelssohn to refute a treatise
regarding Christianity (authored by Carl Bonnet), which Lavater had translated
and dedicated to Mendelssohn, or else to accept its verdicts and “proofs” and to
convert. In Mendelssohn’s subsequent “Jerusalem” [Mendelssohn, 1869], his an-
swer to Lavater, he affirms the traditional notion that Judaism is primarily a
matter of practice (rather than faith); but he also professes the separation of re-
ligion and state.

⁸Letter of LeonhardRagazaddressed toMargarete Susman,April 9, 1943 [Jäger
et al., 1992, 136f].
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fering, in itsmost sacred sense, is part of Israel’smission” [p. 66] (a
positionwhich is shared, according to Batnizky, by Soloveitchik or
Hermann Cohen⁹). In other words, the noblest Christian support-
ers of Jews reiterated a centuries’ old mantra, carried the seeds
of anti-Judaism by claiming —by demanding? — that “Zion is ful-
filled in Christ” [p. 69], and used (or abused) the Jewish notion of
suffering.

&
With the onset of modern —natural — science, at least since

the 17th century, science and religion drifted apart. Science stood
increasingly in conflict with religion to explain the world. This
opened the possibilities, as I have mentioned, for both Jewish
secularism and modern Jewish orthodoxy. Secularism (in vari-
ous forms) would negate religion’s historic role in explaining the
world and would stress nationhood or culture; and modern ortho-
doxy would interpret the Halakha in ways to practice religion
without conflictingwith science: as Leibowitz [1992, 137] observes,
“[c]ontemporary scientific and religious thought do not meet on a
common plane, as they did in the Middle Ages”. Leibowitz’ con-
clusion, while correct in the narrow sense, could also have led to
an attempt to realign Jewish religion and science: science is not
value-free, as Leibowitz implies (see below); and religion should
not be construed to conflict with science (or have its raison d’être,
as modern orthodoxy sees it, in non-interjecting with science).

With modernity, Judaism constituted itself as a comprehen-
sive, wide-ranging and rich culture of varying form in Western
and Eastern Europe, the Americas and theMiddle East, and Jewry
assumed amuchmore visible role after it had been virtually dom-
inated and marginalized by Gentile’s might and culture. This suc-

⁹ “Writing after the Holocaust, Soloveitchik retains Cohen’s notion that self-
sacrifice is central to Jewish religiosity, but he makes no claims about a specific
Jewishmission to suffer for the sake of the nations of theworld” [Batnitzky, 2011,
63].
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cessmayhave been one reason, as some authors argue, for the sub-
sequent systematic persecution and extermination of Jews [Aly,
2014; Browning, 2015]. After 1933,WorldWar II and theHolocaust,
Jewry found itself in a completely new situationwhich demanded
awide-ranging reassessment of Judaism— fromwithin andwith-
out: already in 1925 The Hebrew University of Jerusalem, a cen-
ter for theWissenschaft des Judentums, was founded; 1948 the State
of Israel, a natural home for Jews, was established; Middle East-
ern countries lost their Jewish populations; Jewish culture and
science had to regroup primarily outside of Europe; remnants of
the once prospering secular Jewish (Yiddish) community within
the USSR (or ex-USSR) emigrated to Israel or the U.S.; many schol-
ars dealt with the shoah and its aftermath while countless studies
tried to come to grips with the Holocaust as a phenomenon; and a
new Jewish orthodoxy gained ground.

There are varying striking aspects of Judaismwhich do not ap-
pear to play the same role in other denominations. One of these is
the plurality— the various interpretations and living experiences
—of Judaism, hence Batnitzky’s tour d’horizon; and another won-
drous attribute is the compatibility of Judaism’s orthodoxy with
science. Within the ranks of observing Jews, one finds many sci-
entists — such as Leibowitz or Robert Aumann. Orthodox Jews
manage to become successful scientists by separating the relevant
domains, by strictly distinguishing between religion and science
or, as Leibowitz [1992, 132-141] does, “holy and profane”: modern
science does “not harbor ‘meaning’ ” [p. 133]; “science is indiffer-
ent to values, hence its objective force” [p. 135]; “modern science is
not concerned with philosophic problems” [p. 135]. Aumann, fol-
lowing this logic, would have to negate any ethical significance
to normative aspects of game theory; and Leibowitz himself can
expound his views only because his notion of science is narrow
(excluding the social sciences, the humanities, the sciences of the
artificial, philosophy of science, and by denyingnormative dimen-
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sions of the natural sciences). Within Judaism, orthodox Jews
might argue, the “essence of [Judaic] religion is […] the demand
made of man to worship God” [p. 136], to “know God and to serve
Him” [p. 140]. In all likelihood, they will not argue that the Ha-
lakha (law) is a cultural achievement, is man-made, the product
of various sages; and even if they acknowledge that “the human
language inwhich the Torah iswrittenmaynot be construed liter-
ally” [p. 140] or that some formof religion is found in all humanciv-
ilizations, theywill stress the unique revelational—holy—aspect
of Judaism.
While Jewishorthodoxy isnot anewphenomenon, its strength

in the chorus of Jewish voices and its almost exclusive focus on
the holy, as opposed to the profane, is. Batnitzky refers, among
others, to Samson Raphael Hirsch and to Joseph Soloveitchik as
representatives of such views. In 1944, Soloveitchik wrote an es-
say, “The Halakhic Mind”, in which he presented religion as a cog-
nitive system, next to and apart from science. The essay refers to
a range of philosophers and scientists (e.g. Hegel, Hume, Heisen-
berg, Husserl, Kant, Kierkegaard, Lasalle, Leibnitz [sic], Newton,
et cetera); it does not refer to art,music, literature, culture; it does
not mention anti-Semitism or the contemporary persecutions of
Jews (prior and during World War II). Soloveitchik [1986, 40] does
not depict religion as a triad of cognition, ethics and culture; his
focus is (religious) cognition —apart from science:

[homo religiosus] is a cognitive type, desiring both to understand
and interpret. Reality, as the object upon which the cognitive
act is directed, can no longer be the concern of the scientist and
philosopher only, but also of the homo religiosus. This does not
mean that religion is about to repeat the errors of theMiddle Ages
and compete with science. It signifies only that knowledge is not
the exclusive province of the theoretician of science; religion, too,
has a cognitive approach to reality;

and a few pages later [p. 46], Soloveitchik writes “[t]he cognition
of thisworld is the innermost essence of the religious experience”.
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While Soloveitchik— frommy perspective— is correct to chastise
a strictly reductionist science and a narrow notion of “objectivity
and ethical neutrality” [p. 52], while I share his view that “reli-
gion [should not] compete with science” [p. 40], there appears to
be no (contemporary) reason to use religion in order to “penetrate
the mystery of phenomenal reality” [p. 46] and to construct reli-
gion as a “specific epistemology” [p. 46] which lies outside scien-
tific investigations. Modern science, or mankind, cannot explain,
will never be able to penetrate, all mysteries: it does not need to
know, does not yearn to comprehend everything; and (modern) re-
ligion should not serve to amend shortcomings of science. What
mankind needs are religions as cultures and ethical —not cogni-
tive, epistemological — systems.

&

In the modern era, religion’s trinity of cognition, ethics and
culture had to be reassessed. As Batnitzky shows, religion’s focus
on cognition was challenged by science; Judaism’s tie to ethics
(law) and culture was conflicting with Gentile societies; Jews de-
veloped new (secular and religious) forms of Judaism; and re-
newed Jewish orthodoxies came to the fore attempting to estab-
lish religion, and Judaism, as epistemological systems apart from,
and next to, science.

Plurality is much too extensive today to envision a return to
the erstwhile ‘wholeness’ of Judaism. The former unity of Ju-
daism, if we can speak of such a concept, is gone, and if we
were in a position to recreate it today, it could serve only as a
blueprint for a sectarian existence. Jewish plurality, or diversity,
is a natural safeguard for survival; and the survival of Judaism,
like the persistence of civilizations as we know them, cannot be
taken for granted. Finally, the religious world as such has be-
come pluralistic. Challenges abound: how to reconcile religion
and state, wealth and aspirations, exploitation and sustenance,
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policy-making and economic systems, science and values. Soci-
eties should not let religion, in all its diversity, stand offside; but,
in turn, they should be adequately supported by religion rather
than cajoled or intimidated by it.



12
Crime and Punishment

Diversity has become a value we cherish. Politically,
societies like to have the whole spectrum of their re-
spective populace mapped, the entire range of com-
munities and cultures. However, not all diversity is

appreciated. The intra-national diversity of schooling accomplish-
ments, as measured by PISA¹ or TIMMS² scores, is often seen to re-
flect unequal educational opportunities, disparate or partially in-
adequate educational facilities, or poverty and social misfortune.
Analogous issues arise in the field of public health, where health
and life expectancy is related to education and income; or in the
field of public policy, where the diversity of family income is grow-
ing to levels which threaten to rip apart nations and to endanger

⁰Book review essay on The Costs of Crime and Punishment [Kleiman, 2009], pub-
lished in European Legacy [Herbst, 2013b].

¹Program for International Student Assessment (PISA).
²Trends in International Mathematics and Science Study (TIMMS).
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democratic structures³; or, to mention another issue, in the field
of crime, the topic of this note.

Crime rates differ across nations, often by a factor of 1:100. In
Mexico, robberies are estimated to exceed 500 cases per 100,000 in-
habitants, while Japan is recorded to have a rate of no more than
4 cases⁴. However, crime rates differ from crime to crime. As-
saults in Mexico are estimated to have a rate of some 200 cases,
while Japan does not have a rate of 2 (as one might expect from
the robbery example above) but of roughly 50 cases. Western, de-
veloped nations, normally have lower recorded crime rates than
countries of emerging economies or undeveloped countries, pro-
videdwe focus on offenses that are illegal (and contained in crime
statistics such as those collated by the UNODC). But even here the
differences are substantial. Some of these differencesmay have to
do with definitional matters, some with the underlying causes of
crime, some with crime cultures, and some with policing, appre-
hension and punishment.

Crime is associated with costs. These costs, monetary or im-
material, are born by the victims of crime, by the general public,
and by the offenders themselves. We may distinguish between
costs that are directly caused by crime (e.g. damage, harm, losses,
income foregone, etc.), indirectly associated with crime (e.g. pre-
ventive measures of a technical kind, or behavioral or psycholog-
ical changes, or costs tied to insurance policies, all pertaining to
potential victims), and direct and indirect costs associated with
policing, apprehension and punishment (born by the general pub-
lic, the criminals themselves, or the community to which the
criminals are perceived to belong).

Because, depending on the viewpoint, costsmay be seen as in-

³Income differentials in ourWestern societies, amounting to 1:2,000 ormore,
are no longer a gross exception.

⁴Figures are taken from the United Nations Office on Drugs and Crime (UN-
ODC), years 2006-09.
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come, one will have to look at costs from various angles. For the
victim, costs generally cannot be offset by the gains of the crim-
inal (in a Robin Hood type fashion). Furthermore, we normally
do not experience a mere “change of ownership”, so to speak, but
frequently a destruction of values —of life, of health, of property
—which cannot be replaced. Lastly, the costs of policing, appre-
hension and punishment are not simply income sources for peo-
ple employedaspolice or correctionofficers, or funding streams re-
placing social security payments or food stamp programs. Crime
is costly, howeverwe look at it, and societies attempt to keep these
costs within sensible bounds.

These bounds, however, vary markedly, partially due to differ-
ing crime rates, and partially due to diverging policing and cor-
rection practices, even among Western nations. Particularly, the
United States is a countrywith comparativelyhigh crimeandhigh
incarceration rates: roughly 1 percent of its adult population is
sitting behind bars, i.e. 7 to 10 times as many as in other West-
ern countries such as France, Germany or Sweden, or six times
as many as one finds in neighboring Canada. This is regretable —
and costly: funds have to be funneled into crime prevention and
incarceration systems that could be used elsewhere in the econ-
omy, such as in public health or education, and offenders have to
be kept in prisonswhere they cannotmake a positive contribution
to society and the economy.

Mark Kleiman, a public policy scientist, has written a book to
address some of these issues: When Brute Force Fails. Kleiman has
studied drug-related offenses for at least two decades, but in this
case he is trying to deal with a broader spectrum of crimes and
with “crime and punishment” in general. His focus is not compar-
ative in an international context, but itmay be said to be compara-
tive in a local sense: the experiences in one locality are juxtaposed
to those of another. His concerns are the high crime rates in the
U.S. and the associated costs that he presumes to run as high as
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“more than 10 percent of the GDP” [p. 2], excluding white-collar
crime. He is also concerned about the observation that the vic-
tims of crime belong to the same social stratum as the offenders
themselves, that the “damage falls most heavily on the poor and
the socially marginal people least able to bear it; crime not only
concentrates [on] the social[ly] disadvantag[ed] but also sustains
it” [p. 2].

In order to address the exorbitant costs associated with crime,
Kleiman distinguishes three broad categories, namely costs as-
sociated directly with crime, with policing, and with incarcera-
tion and rehabilitation. He also addresses, implicitly at least, two
classes of law offenders the boundaries of which are frequently
somewhat blurred: the rational offender, and the impulsive felon.
Particularly the rational offender is susceptible to intelligent law
enforcement or social service policies, and Kleiman concentrates
somewhat creatively on this issue in that he presents a “logic of
deterrence” [chapter 4] which is based on game theory; the irra-
tional, impulsive offender is not specifically covered in Kleiman’s
When Brute Force Fails, and I shall not try to expand on this issue
here. His “logic of deterrence” stands on the premise that a ra-
tional actor might break a rule when the “personal benefit of rule
breaking exceeds [its] costs” [p. 49], and if the actor is not held back
by conscience or habit. An actor of this orientation is likely to re-
spond to law enforcement that makes rule breaking unattractive,
and Kleiman illustrates —with the help of a dynamic game, i.e. a
simulation—how such policing based on limited resourcesmight
work.

However, law enforcement is severely hampered if one doesn’t
try to understand the viewpoint of the offender. A personwithout
disabilities generally has difficulties comprehending the position
of thedisabled, andarchitects, for instance,must learn toperceive
as a person with one or another disability in order to make their
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buildings functional. In a similar vein, law enforcement cannot
be effective without an understanding of the offender. Even our
concept of rationality is affected by this: for instance, the ratio-
nality of addicted persons differs from the rationality of the non-
addicted, in that their planning horizons differ. An addicted —
rational —person (rational in the sense of Homo œconomicus) dis-
counts costs and benefits at a much higher rate than the non-
addicted and, hence, law enforcementmeasures designed to fight
drug-related offenseswill have to take account of this, to the point
of even decriminalizing the use of hard drugs⁵. The same is true
for poor, badly educated people. Kleiman remarks that “[t]here is
evidence that personal discount rates go up under various form
of social stress, especially social exclusion, and with some forms
of substance abuse” [p. 79]. Here, law enforcement in the narrow
sense cannot provide the answer alone. The trick is to affect the
planning horizon of potential offenders: the more extended their
horizon, the less likely they are to break the law. And to extend
their planning horizon, we shall have to provide them with hope
and opportunities for advancement.

Once offenders are convicted and incarcerated, they are, for
the timebeing, separated from their normal environment andpre-
vented from breaking the law. However, stiff sentences and long
incarceration periods may not always be effective, and they are
expensive. A good portion of the excessive costs of the U.S. law
enforcement system is due, it appears, on an expanding incarcer-
ation ratewhich has, in the past 50 years, quadrupled [p. 10]. High
incarceration rates would have to be associated with correspond-
ing sufficient prison space and the related rehabilitation services,
but this is not the case because of a lack of funds. Overcrowded
prisons are the rule, and these act frequently as trade schools of
crime rather than as correctional facilities, where the incarcer-

⁵In thecaseofheroinaddictionand theassociatedunlawfuldrug traffic, great
progress has been achieved throughM.D.-administered heroin programs.
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ated perfect their unlawful craft, to be incarcerated again after
their once release.

Fighting crime requires a holistic approach. In principle, so-
ciety should tend to prefer social programs over punishment, but
it is not easy to find the proper balance. Furthermore, “reduced
crime will rarely be the central benefit of successful social pro-
grams” [p. 121]: it will be a side-benefit. International compar-
isons appear to indicate, however, that the correctional system
of the U.S. is imbalanced, requiring rebalancing, and other coun-
tries will have to take precautionary measures not to follow an
unwarranted path. In “An Agenda for Crime Control” [chapter
11], Kleiman suggests measures, often simple changes of existing
practices, which might affect crime and incarceration rates nega-
tively, to be discussed and evaluated by the corresponding profes-
sionals and public officials. What Mark Kleiman does not address,
however, is the occasionally smug approach to crime by the fortu-
nate and affluent: their “beating the system”, or their “exploiting
the system”, the legal andquasi-legal versions thereof, but also the
broad spectrum ofwhite-collar crimes, is not thematized. Biology
teaches us that organisms adjust to opportunities and threats, us-
ing force, deception, or other means, and this applies also to hu-
mans, in spite of their ethical foundations or moral guidelines.
Brute force, as Kleiman suggests, cannot be the only answer to
crime; empathy is also required —and insight.



13
The Poverty of Economics

Economics is a social science in the sense that the ex-
pression started to be used in the first part of the nine-
teenth century. Like other social sciences, economics
was to be seen as a ‘positive’ science as conceived by

Auguste Comte and others, i.e. a science that disassociated itself
from metaphysics and concentrated, instead, on empirically ob-
servable and verifiable phenomena. Comte also saw a “hierarchy
of sciences” ranked by their degree of generality or, conversely,
complexity —mathematics, astronomy, physics, chemistry, biol-
ogy— , and he was clearly guided by the notion that the social sci-
ences were to emulate the natural sciences. Among the social sci-
ences, economics was closest to this notion of a “social physics”,
into which the conceptional, notational and mathematical appa-
ratus, common in physics, made its inroads. Thus, almost from

⁰Book review essay covering Gintis et al. [2005]; Bowles et al. [1993] and Ham-
merstein [2003], published in European Legacy [Herbst, 2012b].
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its inception in the eighteenth century, economics could be seen
as an early trans-disciplinary endeavor.

One of the keys to the success of the natural scienceswas their
implicit reductionism: complexity was to be reduced by looking
only at certain aspects of a broader phenomenon, at parts of a sys-
tem, and by abstracting from distracting attributes which were
not seen as being vital. In this way, specialization took place and
academicfieldsproliferated throughsubdivisionor themergingof
intersecting research foci. Disciplineswereno longer defined only
by the subject matter but more andmore by how they study their
subject: by their approach andmethodology. To combat the grow-
ing specialization, countercurrents of a “unity of science” were
launched and integrative sciences — such as cybernetics and sys-
tem sciences — emerged in the past century.

The proliferation of disciplinary orientations during the nine-
teenth and twentieth centuries had a range of implicationswhich
gradually affected not only the sciences as such but also the var-
ious professions. It became increasingly more difficult to distin-
guish between so-called ‘pure’ and ‘applied’ sciences, or between
sciences and professions. Applied sciences spawned ‘pure’ re-
search fields at the frontiers of research, ‘pure’ research paved the
road to applications, and the distinction between engineering (or
other professional fields) and the natural sciences became blurred.
Most important in our context, however, is the fact that the aca-
demic community had to give up the strict separation of descrip-
tive and normative aspects of a disciplinary orientation.

How does economics fit into this picture? Like other social
sciences, economics evolved as a ‘positive’, empirically based, sci-
ence that addresses an inherently complex subjectmatter. Unlike
other social sciences, economics emulated early on a scientistic
ideal ascribed to physics and stressed the importance ofmodels or
theories which could be formulated in mathematical terms; im-
plications deduced from these constructions could then be tested
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— at least in principle — empirically. Scholars of the eighteenth
or nineteenth century who had contributed to what we regard
nowas the early corpus of economics, people likeDaniel Bernoulli,
Marquis de Condorcet or Johann Heinrich von Thünen, can easily
serve also as precursors of modern operations research, political
science, or a fledging quantitative sociology.

However, economics did not just develop into a social science
which was based on formal models or theories. Perhaps because
the ideal type of physics loomed so large over this new discipline,
‘grand’ — comprehensive, general — theories were to guide the
members of this guild. These theories were to describe economic
systems and their principal components, basically the produc-
tion and consumption of goods and services and their associated
prices, natural or human resources, levels of technologies, the
treatment of stocks, and consumer preferences. Economic theo-
rieswere built on the foundationof a set of basic postulates— such
as “profitmaximization”, “perfect competition” or “complete pref-
erence ordering” —whichwere considered self-explanatory: for a
long time, economists did not see the need to question those or
to explore their empirical validity. Milton Friedman argued that
as long as theories or models had predictive power, it was not es-
sential “whether [postulates] are descriptively ‘realistic’, for they
never are, but whether they are sufficiently good approximations
for the purpose in hand” [Friedman, 1953, 15].

Reflectingonahistoryorphilosophyof science andonThomas
Kuhn’s notion of scientific paradigms and revolutions, JohnHicks
[1983, 4] remarked that the economic sciences — and by implica-
tion the social sciences —do not address permanent, repeatable
facts as those explored by the natural sciences. The facts which
economics address are mainly man-made, that is, the product of
human interactions and economics itself: these facts “change in-
cessantly, and change without repetition”. That is why I said that
economics would address an “inherently complex matter”.
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There is another aspect which distinguishes economics and
the social sciences from the natural sciences. Whereas the lat-
ter operate descriptively and delegate normative modes to en-
gineering, medicine, management sciences or politics, the for-
mer exhibit a strong interlinking of descriptive and normative ap-
proaches. In economics, this interlinking of “what is” and “what
ought to be” is particularly strong. If we look at Adam Smith’s no-
tion of the “invisible hand” to guide the allocation of resources, if
we study classical market models that are built on this premise —
and on the notion that the rational self-interest of the individual
economic agent will produce a competitive, Pareto optimal, and
socially desirable equilibrium — , we cannot say whether these
models are meant to be descriptive or normative.

If economic models are meant to be descriptive they should
have adequate predictive power. The branch of economics that
focuses on the exploration of the empirical validity of models is
commonly called econometrics, from which many fruitful stud-
ies have emanated, particularly in fields such as agricultural and
labor economics or, more generally, the economics of production.
However, most of these studies do not rely on the fundamental
postulates of classical economics, postulateswhich appear tohave
been lifted from “Aladdin’s Magic Lamp” or other fanciful fables.
The frequently unreflected interlinking of the descriptive and the
normative in economics may have contributed to a modern doc-
trine that, in thewords of Kaushik Basu [2011, 4], “describes how a
modern economy functions, and assures us that as a system, the
current world economic order, founded on individual selfishness
and the ‘invisible hand’ of the free market, is right or, at any rate,
the best among what is feasible”.

In the past century, various scholars have branched out to
broaden this intellectually constricting framework of economics.
Perhaps one of the early hallmarks in this effort was the initia-
tion of game theory, first conceived in 1928 and published 1943 as



Chapter 13: The Poverty of Economics [ 89 ]

the “Theory of Games and Economic Behavior” by John von Neu-
mann and Oskar Morgenstern. Game theory evolved in the fol-
lowing decades and provided an entirely new theoretical calculus
by which to address economic problems and economic postulates
and paradigms. With the growth ofmathematical economics, one
could also observe a renewedwillingness to address non-standard
questions. The last major reorientation of economics, in my view,
was the emergence of biology as a new ideal type of economics,
competing with — if not replacing —physics.

In Markets and Democracy, published a few years after the col-
lapse of the Soviet Union and the Iron Curtain, Samuel Bowles,
Herbert Gintis and Bo Gustafsson assembled papers that address
non-standard questions, in particular regarding the relationship
or linkage between economic systems and democracy. It is com-
monly assumed that capitalism and democracy (or ‘freedom’) are
linked, and this link underlies a great deal of the public and for-
eign policies from the past century until the present, in both the
USA and the Western World: capitalism spawns democracy, and
democracy requires capitalism. Several articles in this anthology
address labor-managed firms in the context of a post-Walrasian
economy, and some deal with market socialism.

The details need not concern us here. Most analyses are of a
conventional nature, formulated with the tools and the language
economists are accustomed to, but the tentative conclusions the
authors draw from these basic arguments are rather unconven-
tional: capitalism and socialism are seen as pluralistic concepts;
democracy comes in diverse forms and is not as strongly tied to
capitalism as many of us might think (i.e. capitalism can flour-
ish in non-democratic societies as well); various economies on
the capitalist-socialism spectrumcan be envisaged in terms of the
normal apparatus of economic models or theory building.

Peter Hammerstein’s Genetic and Cultural Evolution of Coopera-
tion, the second book on my list, focuses on two broad fields: bi-
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ology and economics. For themost part, the volume assembles ar-
ticles that address biological phenomena—cooperation of cells, of
actors within a species, and of members of different species; and
some of the contributions deal with human interaction and coop-
eration. In both cases, economics and, in particular, game theory
is used to analyze the various phenomena under investigation.

For the social scientist interested in economics, the volume
offers a truly interdisciplinary and enriching overture on the ba-
sic tenets of classical economics, drawing on biology, anthropol-
ogy, mathematics, ecology, psychology and economics: the ques-
tion it raises is whether, or to what extent, self-interest and other
assumptions central to classical economics should be seen as cor-
nerstones bridging economic agents —producers and consumers
—and markets. Indeed, the book goes further: it is an attempt to
study “the emergence of cooperation in systems that range from
molecules to societies” [Hammerstein, 2003, 1]. While the book
documentsmainly the trans-disciplinaryuse of economicswithin
biology, the opposite vision — i.e. the use of biology within eco-
nomics— is restricted to the basic theme of the collection, cooper-
ation.

Finally, inMoral Sentiments and Material Interests, Herbert Gin-
tis, Samuel Bowles, Robert Boyd andErnst Fehr assemble accounts
which focus squarely on economics but address the same ques-
tion on the roots of cooperation as “Genetic and Cultural Evolu-
tion of Cooperation”. As a new ideal type of economics, biology
or related applied sciences such as epidemiology could be used to
pursue novel exploration beyond, or aside from, the topic of coop-
eration, although the focus on cooperation, which is crucial for a
new vision of economics, is clearly warranted.

Economics and related disciplines dealing with the science
and art of resource use and allocation embrace a broad spectrum
of phenomena which are commonly discussed under such con-
cepts as community, market, and the state (listed in the order of
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their gestation). While economics typically concentrates on the
market, community falls under sociology (or anthropology, eth-
nology), and the state falls under political science (or law). How-
ever, there is clearly not a strict one-to-one relation between con-
cepts on the one hand and disciplines on the other. Economics
has branched out to explore the link between state andmarket by
addressing principal-agent problems or quasi-markets within the
public domain, and the contributors of this anthology advocate
yet another transgression into the study of community.

Mainstream economics has severely restricted itself by its fo-
cus on the fiction or construction of Homo œconomicus, and policy
implicationsflowing fromthis narrowvision tend to be divisive, if
not destructive. A broadening of the focus of economics to include
community next to market and state could address problems of
market or state failures, and would complement the overly re-
stricting postulates characterizing mainstream economics. Com-
munity and associated behavioral traits such as fairness, reci-
procity and cooperation are deeply embedded in nature and cul-
ture, as all three books reviewed here clearly show; and to ignore
these traits within economics would amount to an unnecessary
impoverishment of that science.

On theotherhand, a broader visionof economics appears feasi-
ble today evenwithin the framework of a reductionist science. As
the editors of “Moral Sentiments and Material Interests” observe,
“While the twentieth century was an era of increased disciplinary
specialization, the twenty-first may well turn out to be an era of
trans-disciplinary synthesis. Its motto might be: When different
disciplines focus on the same object of knowledge, their models
must be mutually reinforcing and consistent where they overlap”
[Gintis et al., 2005, 4]. With that hopeful vision, the poverty of eco-
nomics, brought about by the doctrinal perpetuation of an early
successful approach, could eventually be overcome.





14
The Bounds of Reason

Economics, in its main strains, has become a science
molded on physics, the crowning science for a good por-
tion of the 20th century. Economics, similar to physics,
was to be based on formal, axiomatic models, and used,

like physics, the language and the concepts of calculus to describe
thesemodels. In this respect, economics can be viewed as an early
example of a trans-disciplinary approach.

As a science physics relies on formal models, and as a natural
science physics is bound to calibrate itsmodels through a keen ob-
servation of nature supported by measurements. Formal models,
eventually at least, have to be verified, and their axiomatic base
has to reflect this verification. Mainstream economics emulated
physics, but this emulation did not appear to include a critical
assessment of its axiomatic base, and parametric adjustments of

⁰Book review essay of The Bounds of Reason: Game Theory and the Unification of
the Behavioral Sciences [Gintis, 2009b], published inEuropean Legacy [Herbst, 2013a].
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models became the rule instead of reassessing the canon of basic
assumptions.

Physics and economics deal with different kinds of subject
matters. Much of what we subsume under ‘nature’ that is ad-
dressed in physics and other natural sciences is quite stable, im-
mutable or reoccurring, and scientists of different generations are
in a position to study the same phenomena. In the social sciences
there are, for all practical purposes, phenomena that appear to be
stable to some extent, and a field like social physics is addressing
those. For instance, traffic and crowds are fruitfully modeled like
fluids. In many other cases, however, social systems cannot be
characterized as stable, immutable or reoccurring: they change at
a relatively rapid pace, and their change is predicated on the com-
bined courses of action of individual actors. This makes the social
sciences special.

Neoclassical economics pretty much negates the gap separat-
ing thenatural and the social sciences and assumes that economic
systems can be viewed as aggregations of choices by economic
agents which are given. In this sense, neoclassical economics
does indeed emulate the physical sciences. But unlike the natural
sciences and unlike physics, neoclassical economics is frequently
wanting when it comes to verifying the theory. Economists ap-
pear somuch enchanted with the beauty of their theories or mod-
els, with the internal consistency and the rigor of their argument,
that theydonotpayenoughattention to the realworld. Inneoclas-
sical economics external effects or other market imperfections,
so common in reality, are treated more like an aberration within
the proper theory. The normative seems to replace — instead of
amend — the positive. Furthermore, neoclassical economics not
only negates the gap separating the natural sciences from the so-
cial sciences, it also neglects various modern currents within the
natural sciences that deal with the dynamics of ‘emergent’ phe-
nomena.
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Herbert Gintis is one of the creative economists who consis-
tently tries to fight a narrow view of neoclassical economics. But
his aims go further. He not only wants to enrich and broaden eco-
nomics to fight its deficiencies, hewants to contribute to a unified
base of the behavioral sciences — economics, anthropology, soci-
ology, psychology, political science and organismic biology (or so-
ciobiology)— and hisBounds of Reason is an attempt to sketch such
a base. His unifying framework includes five conceptual aspects:
(i) gene-culture co-evolution, (ii) the socio-psychological theory of
norms, (iii) game theory, (iv) the rational actormodel, and (v) com-
plexity theory. In Bounds of Reason, and in its companion volume
[Gintis, 2009a], Gintis focuses on game theory, with journeys ex-
ploring other aspects listed above, and his exposition is introduc-
torily and dense.

Gintis disaffirms the position of methodological individual-
ism, a concept we could also term ‘constructivist’ and which goes
back to Max Weber and Joseph Schumpeter; it asserts that social
collectives or phenomena, and the operational notions thereof,
are in fact aggregations of individuals or individual decisions and
can be explained in terms of those. In contrast, Gintis posits that
“human society is a systemwith emergent properties, including so-
cial norms, that can nomore be analytically derived from amodel
of interacting […] agents than the chemical and biological proper-
ties can be analytically derived from our knowledge of the prop-
erties of fundamental particles” [p. xiv]; specifically, human soci-
ety— and economics— cannot be explained on the basis of selfish,
self-serving actors, so a broader conceptual framework is needed
to study and to explain social phenomena.

Gintis pursues the notion of a unified base for the behavioral
sciences, a “unified framework for modeling choice and strategic
interactions” [p. 221], in which, as he makes plain, game theory
—and in particular evolutionary game theory — could play a cen-
tral role. The Bounds of Reason contains many applications of game
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theory in various domains and contexts, that is, applications of
a theory that had originated within economics and that are now
fruitfully applied to other fields. Conversely, economics and other
social sciences could profit fromviewswhich evolved in fields like
organismic biology or anthropology, providing a base to better ex-
plain such phenomena as “substance abuse, crime, corruption,
tax compliance, social inequity, poverty, discrimination, and the
cultural foundations of market economies” [p. 222].

Herbert Gintis is also a strong proponent of the rational actor
model. ‘Rational’ he defines in terms of consistency, yet it does
not imply self-interest: “Indeed, if rational implied selfishness,
the only rational individuals would be sociopaths” [p. 1]. However,
selfish actors can be consistent, and because Homo œconomicus is
consistently self-interested he is seen as a sociopath [p. 73]. Gin-
tis’ notions appear reasonable when applied to biology and the an-
imal kingdom and, in the world of humans, we can eliminate pos-
sible inconsistencies of preferences or choices — and the lack of
transitivity —by substituting indifferences for preferences. But
it appears equally reasonable to assume for the time being that
a lot of analyses within the social sciences, including economics,
does not hinge on a watertight concept of rationality defined in
terms of consistency. But Gintis’ position is strict: “Classical, epis-
temic, and behavioral game theorymake no sense without the ra-
tional actor model, and behavioral disciplines, such as anthropol-
ogy and sociology, as well as social and cognitive psychology, that
have abandoned this model have fallen into theoretical disarray”
[p. 222].

To move away from the constructivist notion of economics
(and other social sciences), Herbert Gintis looks at learning. Learn-
ing, in an extendedway and in the context of adaptation, survival
or “transforming sensory inputs into decision outputs” [p. 224],
can be seen to take place at four levels — the genetic, the epige-
netic, the individual, and the social. Epigenetic learning has be-
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come a hot research topic during recent decades, but the inter-
play between the genetic and epigenetic levels of learning —and
the possible reassessment of a Lamarckian role in thismatter— is
still pretty much a Terra incognita. Not all biological systems ex-
hibit all four levels of learning, but the learningof primates does to
some extent, and the learning of humans definitely does: we can
observe a gene-culture co-evolution. Because of this co-evolution,
humans exhibit traits which are deeply embedded in their nature
(physiology and psychology), and relevant psychological features
are simply negated in the construct of Homo œconomicus. Further-
more, because learning is costly, it is instructive to look at the level
and the time frame inwhich learning takes place. Clearly, genetic
learning requires a time frame that is several orders ofmagnitude
more extended than the learning at subsequent levels, and eco-
nomics proper need not look at genetic or epigenetic learning as
such. On the other hand, economic analyses have fruitfully en-
tered the discourse of sciences such as biology or anthropology
where genetic or epigenetic learning have an impact. Indeed, in
the words of Gintis, “there are strong parallels between genetic
and cultural modeling” [p. 225].

Because learning is costly, signaling is practiced as a cost-
effective measure in biological and human systems. In other
words, instead of investigating or assessing something directly,
requiring effort, a ‘signal’, an evolved inexpensive substitute is ac-
cepted (e.g. the plumage of the male bird); instead of engaging in
a learning process in order to assess a proposition or position, eas-
ily available status symbols or credentials of those propagating a
position are used as substitutes (e.g. the credentials of a scientist).
The cost reducing strategy is effective as long as one can trust the
signal to convey the proper meaning of the signified. However,
learning is also responsible for adaptation strategies such as cheat-
ing, deception, fraud and masquerade, and biological as well as
human systems will have to find equilibria positions balancing
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cost-reductions due to signaling against costs associated with be-
ing duped.

Human learning, be it at the individual or social level, is tied
to norms ormoral values “that specif[y] the duties, privileges, and
normal behavior” associated with various roles of individuals or
groups [p. 232]. These roles have to be socialized and intrinsically
lived, through a personal commitment of individuals or through
a strong cultural attachment in the case of groups; or they might
have to be extrinsically fostered or enforced to combat violations.
The design and the enforcement of norms in the form of legal sys-
tems or official rules and regulations are costly, and the interplay
of such man-machine systems is often complex and difficult to
foresee. Much of what this entails is addressed in discourses on
‘free’ societies or markets, on democracy, on investor or state cap-
italism, on stock market cultures, et cetera, but we lack a ready
science or a framework by which to analyze these very complex
human concoctions. Perhaps a unified base of the behavioral sci-
ences might help.



15
The Enigma of Knowledge

Knowledge is a resource, a factor of production— like
labor, capital, land or natural resources — and so-
called knowledge economies depend on it. Alfred Mar-
shall [2011 (1890), 106] referred to two—basic— factors

of production, nature and man; he subdivided man (as a factor)
into labor and capital; and capital is further grouped into classes
like organization or knowledge:

Capital consists in a great part of knowledge and organization […]
Knowledge is our most powerful engine of production; it enables
us to subdue Nature and force her to satisfy our wants. Organiza-
tion aids knowledge.

Knowledge in its various formshas always beenpart of economies,
of course, and it has been discussed in the literature of several

⁰Book review essay ofHandbook of Knowledge and Economics [Arena et al., 2012],
published in European Legacy [Herbst, 2015b].
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disciplines (including economics), but the concept really gained
weight only after 1985 when another notion, globalization, won
ground.

Globalization is a byproduct of the Third Industrial Revolu-
tion and the associated transformation of economies. With the
relative prominence of the tertiary sector in the Western World,
knowledge gained the status of a key resource. Knowledge, and
knowledge accumulation and transmission, is an object of in-
vestigation of disciplines such as psychology, philosophy, edu-
cation, sociology, political science, geography, history or infor-
mation sciences, but it has actually played a relatively periph-
eral role within economics, in spite of the recent hype regarding
knowledge economies. In fact, classical economics and equilib-
rium theory pretty much-ignored knowledge in their concepts of
Homo œconomicus and the perfect market: knowledge was not to
be included as a formal factor of production. Indeed, it had to be
treated as an externality, as a spillover (frequently referred to as
theMAR-spillover, after AlfredMarshall, Kenneth Arrow and Paul
Romer). Concepts like space (proximity) or agglomeration (cen-
tral when analyzing knowledge production, research productiv-
ity, scientific development, technological innovation, economic
growth, et cetera) could not find a main role in classic economic
analysis and were relegated to its fringes, to regional sciences [Is-
ard, 1956; Fujita et al., 2001] or economic geography. Outside the
framework of classical economics, knowledge is often difficult to
spot because it is subsumed under concepts like educational at-
tainment, research funding or patenting activities: indeed, the
Journal of Economic Perspectives (from 1996 to 2013) lists only eight
articles that address the concept of a knowledge economy (but 500
articles on education, 8 documents on research funding, and 48
documents on patents). Knowledge needs to be inferred.

In 1937 Friedrich Hayek delivered his presidential address on
“Economics and Knowledge” before the London Economic Club.
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In this lecture, he essentially asked to what extent (i) economic
analysis makes use of “assumptions and propositions about […]
knowledge possessed by the different members of society” and
(ii) “to what extent formal economic analysis conveys any knowl-
edge about what happens in the real world”. The first question
addresses appropriate (or infeasible) levels of abstractions, and
the second refers to economics as an empirical, verifiable science;
knowledge, as a factor of production, was not the theme (it is only
implicitly addressed).

With the recentHandbook of Knowledge and Economics, as the ed-
itors profess, an attempt is made to take up the questions Hayek
raised and to project them into today’s times:

The economic reality questions the economic theory. The concept
of the knowledge-based economyhas generated a new ‘economics
of knowledge’ or ‘economics of science’. This has prompted
greater reflection on the notion of knowledge in analytical areas
of game theory, innovation theory, organization theory, firm the-
ory, spatial economics and growth theory [p. 1].

The Handbook, it should be noted, is not a handbook: it is an an-
thology of contributions mainly of European origin; it focuses on
economic history, on issues of a philosophy of (a social) science (or
on a new economics of science), on organizational theory, on eco-
nomics; but it is also a venture to extend Hayek’s vision at dealing
with knowledge as a factor of production.

There was —and is — the vision of a range of economists to
establish economics as a normal empirical science. Organismic
biology, for instance, studies primates without inferring human
motives to explain their behavior. Economics could —and should
—basically do the same: it does not depend on the classical, overly
restrictive and highly unrealistic, assumptions of aHomoœconomi-
cus which remind us, as I have mentioned elsewhere, of the folk
tales of the ArabianNights [Herbst, 2012b] (see Chapter 13). Milton
Friedman’s reproach, his defense of Homo œconomicus, states that
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as long as theories or models have predictive power, it is not es-
sential “whether [postulates] are descriptively ‘realistic’, for they
never are, but whether they are sufficiently good approximations
[…]” [Friedman, 1953, 15]. Perhaps; but the implication is that such
theories or models are unsuitable to address many—and presum-
ably evenmost — economic phenomena.

In order to approach the enigma of knowledge and its relation
to economics and economies, a few pairings may appear fruitful:
knowledge versus information; encyclopedic, codified knowledge
versusmainly locally acquired instrumental — tacit —knowledge
or skills; individual learning versus learning organizations; and
facts versus models or theories. Let me begin with the last di-
chotomy.

The Handbook devotes a fair amount of its space to Hayek’s
two explicit questions mentioned above. In this context the his-
tory of economic thought is reviewed (chapters onVilfredo Pareto,
on Alfred Marshall, on Carl Menger and Friedrich von Wieser, on
Kenneth Boulding and Friedrich August von Hayek, on Herbert Si-
mon). In the same context epistemological questions arise which
have led the editors to have themes explored within a philosophy
of science or a sociology of knowledge, themes that I presumed
would lie at the periphery of the topics the anthology would cover.

Chapter 6 (by Roberta Patalano) on the affinity between Ken-
neth Boulding [1961] and Friedrich Hayek [1999 (1952)] may serve
as an example. I shall actually focus on Boulding. Boulding spent
a sabbatical year (1954-55) at the “Center for Advanced Study in the
Behavioral Sciences” at Stanford University, and during that year
hewrote, and eventually dictated, awonderfully crafted little trea-
tise for the educated layperson. The book carried the title The Im-
age; it did not contain a single reference or footnote, and it dealt
with the construction of concepts or images (i.e. with facts, mod-
els or theories) by individuals or groups. I read Boulding’s Image
early in the 1960’s, and I have reread it lately. Boulding’s notions,
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in my assessment today, were not particularly revolutionary or
unusual, but pertinent, and they called for a cross-disciplinary
view which appeared to be embraced, strangely enough, more
strongly then as now (viz. general systems theory, operations re-
search, cybernetics, et cetera). However, the particular quality of
The Imagewas not designed to elucidate the conjunction of ‘knowl-
edge’ and ‘economics’ outside of a general discussion (of a philoso-
phy of science or a sociology of knowledge), and it cannot serve to
bring much light to a current discussion within economics. The
same applies, more or less I fear, with regard to Hayek’s treatise
and the works of some of the other scholars covered in the histor-
ical perspective of theHandbook.

That knowledge is subjective, in a sense, or constructed [p.
132], was not new then, and linking it to cognitive sciences, as the
Handbook does, seems unnecessary to explain such a view. Per-
ception was seen as an evaluative process, and social perception
was demonstrated empirically [Ames Jr., 1951]. That scientists
view the world through models, through theories, through inter-
preted ‘images’, was a positionwidely and correctly held then as it
is now. That is not to say that all these views are completely sub-
jective [Sokal and Bricmont, 1998; Kuhn, 1970 (1962)]. But it should
be clear that we have to distinguish between some phenomenon
(something we observe in the external world, or something we
view as a problem situation) and the particular ‘framing’ or ‘rep-
resentation’ of that phenomenon.

C.WestChurchman [1961] did agreatdeal ofwork to clarify this
distinction, andhe illustrated it in the followingway [Churchman,
1970, 141]:

[a] student of a famous mathematician presented him with the
sequence 32, 38, 44, 56, 60 and asked for the next number. It
was also stipulated that the properties of the sequence were very
well known to the professor and that the generating principlewas
quite simple. The mathematician, failing to find anything but a
fairly complicatedpolynomialfit, gaveup. Theanswerwas “Mead-
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owlark”, this being the next stop on the city’s subway [which] the
professor rode […] daily”.

The professor’s misfortune was that he had failed to find the
proper ‘frame’ for the problem he was confronted with. In most
new, unstructured situations however, we cannot talk of ‘proper’
framing; we ought to talk of ‘appropriate’ framing, and the appro-
priateness of such framing is a matter of judgement.

To continue our discussion on the enigma of knowledge, the
distinction between knowledge and information [covered e.g. in
chapters 8, 10, 20 and 21] is of vital importance —and has always
been so. When craftsmen were crisscrossing the European con-
tinent, they brought knowledge that was displayed in the open
while they worked (as masons, pavers or carpenters), but the
knowledge was not that easily duplicated: it had to be transferred
and acquired in a tacit way (from master to apprentice) over the
period of years. Some knowledge did not travel that easily, for it
depended on knowledge or know-how pools, on a tradition, and it
gave rise to localized communities of instrument makers, artistic
painters, watch makers, fabric printers or weavers, fostering spe-
cializationwhich has partially survived to present days (e.g. accor-
dions in the province of Ancona, string instruments in Cremona,
weavings in Scotland, silk printing around Como, watch making
in the Jura region). This has implications which go beyond old
crafts, affecting modern multi-professional fields as well (archi-
tecture, civil engineering,mechatronics or electro-mechanics, op-
tics, interior design, et cetera).

Knowledge production in modern times has retained a great
deal of its localized character, implying a ‘path dependent’ devel-
opment [chapter 8, p. 169]. The initial chemical and pharmaceuti-
cal industries in Germany can be seen as directly linked to the in-
novative laboratories at German universities (i.e. early spin-offs),
and the IT-firms in the SiliconValley and aroundRoute 128 to Stan-
ford, Cal Tech, Berkeley, and MIT [Saxenian, 1994]. The recent



Chapter 15: The Enigma of Knowledge [ 105 ]

predilection for de-industrialization, inWestern nations, appears
to negate, or to ignore, the localized nature of a range of knowl-
edge domains, and the (shadow or opportunity) costs associated
with this loss are generally not part of the management calculus
which led to outsourcing (and de-industrialization). This short-
sightedness on the part of decision-makers may have to do with
a possible public-good externality of knowledge [Samuelson, 1954]
orwithwhat Alfred E. Kahn [1966] called the “Tyranny of Small De-
cisions”. The tyranny-aspect refers to situations where decisions
are based on a narrow perspective, without taking into account
the cumulative (negative, external) effects of decisions (by others)
which are based on a similar narrow decision-making framework.
The result of such cumulative decisions may have been rejected
by the community of decision-makers had the effects of their indi-
vidual— independent—decisionsbeenknownbeforehand: hence
the “tyranny”. Examples of such situations abound (problems
of congestion, environmental or climate change, et cetera). But
these external effects need not be negative, they can be positive
as well. Home or land owners can profit from investment deci-
sions in their neighborhood; and clearly cities, cultural centers
or research universities profit fromwhat are called agglomeration
economies [Fujita and Thisse, 2002].

The existence of agglomeration economies has been demon-
strated in a range of contexts. A wide spectrum of social phenom-
ena cannot be properly addressedwithout them, including knowl-
edge, knowledge accumulation, knowledge transfer or transmis-
sion, but economics has failed thus far to approach them head on,
or has allowed promising approaches to fizzle out or to remain in
hibernation. Dominique Foray points out difficulties [chapter 12,
p. 275]:

Evidence about the positive (direct and indirect) effects of the pro-
duction of knowledge in the society and the economy is difficult
to build and it is also difficult to try to measure returns on […] re-
search projects;
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and, furthermore [p. 276],

[t]he deterioration or even disappearance of a great deal of knowl-
edge is often caused by [externalities as described by Kahn [1966]].

To counteract these deficiencies, to “maintain, reproduce and ex-
ploit […] knowledge” [p. 277)], Foray calls for the support of an “epis-
temic infrastructure”. This infrastructure is evident in higher ed-
ucation, continuing education, research, R&D and apprentice sys-
tems of various forms; the management of such systems is de-
manding; and the contribution of the economic profession with
regard to its understanding or guidance of knowledge-generating
systems is highly constrained by a disciplinewhich is ledmore by
its own traditions than by problems to be solved. As Giovanni Dosi
observes [chapter 8, p. 168]:

[…] when I seeworks on empirically applied [general equilibrium]
models, […] Ihave the same feeling IhadwhenI saw longagoatUC
Berkeley the announcement of a seminar on ‘Applied Heidegger’.

Epistemic infrastructures, that is, educational systems, have a
tendency to focus on higher education; modern higher education
systems have a tendency to concentrate on encyclopædic knowl-
edge, not on skills or tacit knowledge; however, localized knowl-
edge feeds on skills, on tacit knowledge. Higher education’s con-
centration on encyclopædic knowledge appears ill-guided in any
case because the acquisition of this type of knowledge ismost eas-
ily assisted by current or future decision-support systems. What
students have to learn, and what researchers or developers have
to practice, are intellectual skills and instrumental knowledge on
how to approach problems, and the acquisition of skills is not only
a matter of focus, it is also the gist of a localized culture [Herbst,
2014a].

Current research relates knowledge production to specific con-
ditions: knowledge clusters, cultures of sharing and propagation,
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limited hierarchies, fair competition, learning organizations, cul-
tural and intellectual exchange, sensible traditions, et cetera.
Some of these conditions (or phenomena) are easily accessible to
economic analysis, at least in principle, but the findings, if they
exist, are difficult to subsume under a common economic um-
brella. Knowledge, in turn, has an impact on economic prosper-
ity (in the sense of a knowledge economy), but this tie is tenuous
and difficult to elucidate: most studies in this area (by interna-
tional organizations like the OECD) have a crude quality. Finally,
knowledge in various forms, and attributed to various actors, is
reflected in economicmodels or theories as assumptions or postu-
lates: here, the core of economics proper is addressed or touched.

A basic drawback of (much of) economics, which is indirectly
addressed in the Handbook, is its ambivalence regarding the de-
scriptive and normative. There are sciences which are descrip-
tive: the natural sciences fall under this category; other sciences
are based on descriptive sciences but have a normative orienta-
tion: engineering, medicine, planning or operations research.
Economics should belong to the first or the second category de-
pendingon theaimof analysis (descriptiveorpolicy-oriented), but
the descriptive part of classical economics is so value laden that
a proper distinction between the descriptive or normative is fre-
quently fraught with undeclared value assessments or ambigui-
ties.

A second problemwith economics, which is also addressed in
the book, is its tendency to classicize, to transmit outdated no-
tions in the basic curriculum which should have been relegated
to specialized courses on the history of economic thought. There
are new, valuable developments within economics, of course, and
the Handbook refers to some (particularly in chapters 9 and 11),
but Iwonderwhere figures corresponding toNicolas R. Rashevsky
(biomathematics), Norbert Wiener (cybernetics), John von Neu-
mann (game theory, information sciences), George Dantzig (lin-
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ear programming), Herbert A. Simon (artificial intelligence) or
Richard Bellman (dynamic programming) are to be found today,
figures who were in a position (with others) to shape professions.
Was it then easier for bright, unconventional minds to develop
their ideas? Were universities, were department heads, more
open, more generous?

This anthology links knowledge production to specific condi-
tions that foster it; it traces knowledge’s role regarding economic
prosperity; and it reflects on how economic models or theory in-
corporate various notions of knowledge. But it seems unable to
‘grab’ the topic, to make it transparent, or to spell out new av-
enues. Economics deals with knowledge as an externality. Exter-
nalities derive their name from the notion that phenomena are
being addressed which are outside the proper framework of eco-
nomic analysis; their very existence calls for a broader —more
holistic — analysis and a possibly different decision-making set-
ting which would internalize externalities. However, economics
does not yet seem ready for such a scenario. Elements of a more
common approach within economics do exist, to be sure, but an
extended vision is challenging and difficult to pursue. Knowledge
in its various forms (e.g. codified versus tacit, individual versus in-
stitutional) and roles (e.g. theory building or as an economic fac-
tor) is addressed by a range of disciplines or disciplinary philoso-
phies, but a vision on how to structure the broad topic is still lack-
ing: in my view, this is what I had wished theHandbookwould do.



16
ChangeManagement

The past half century has seen an unprecedented tran-
sition: an economic recovery in the Western World af-
ter World War II; a prolonged world-wide competition
of the twomajor economic systems and blocks of power,

extending over decades; the introduction and continual develop-
ment of new technologies, particularly in the fields of informa-
tion processing and bio-chemistry; the spread of the so-called
developed economies to an ever growing range of societies; and
the eventual formation of what we refer to today as the global-
ization phenomenon. Concurrently with this development, pro-
fessions and theories evolved designed to understand and bring
about change: operations research was formed as an off-shoot of

⁰The paper on “Change Management: A Classification” was published,
slightly shortened, inTertiaryEducation andManagement [Herbst, 1999]. Itwaspar-
tially based —verbatim (pp. 115-119) — on a departmental paper of mine (at the
Department of City & Regional Planning, University of North Carolina at Chapel
Hill), written roughly 30 years earlier, in 1970.
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military operations duringWWII [Morse, 1986], to guide the civil-
ian operations of airline companies, manufacturing or utility in-
dustries [Fenske, 1970]; themanagement scienceswere instituted,
business programsof various color spread in institutions of higher
education to serve the increasing demand forMBA’s; the planning
andpolicy sciencesmatured, particularly infields of public admin-
istration; and special purpose programs in the area of hospital or
higher educationmanagement found theirways into the curricula
of a range of graduate programs.

The change in the fabric of modern, Western societies has
been an ongoing process: whereas traditional, pre-industrial so-
cieties are characterized by a pyramidal economic structure, with
most people working in the primary sector of the economy, the
modern society is characterized by a complete inversion: close
to two thirds of the labor force now form part of the service sec-
tor [Fourastié, 1949] (see Chapter 19). The transformation during
the past decades — and the thinning out of the industrial sector —
was fueled by a gradualmove from labor-intensive towards capital-
intensive industrial production [Rifkin, 1995; Thurows, 1993]. The
impact of this process has been dramatic, not only for the service
industries as such but for all three sectors of the economy and —
by implication — for higher education: higher education moved
from an elite to a mass system [Trow, 1970]; diversity played a
more prominent role [Clark, 1983; Kells, 1997; Trow, 1997]; new aca-
demic programswere formed and new professions introduced; ex-
isting curricula adapted or expanded; professional societies were
founded; communication technologies spread; the gradual move
away from labor-intensive knowledge-transfer fostered distance
learning; and the general discussion onmanagement issues inten-
sified.

In the context of this transformation change theories prolifer-
ated. During the early years of the post-WWII era developmental
issues prevailed and quantitative approaches, both of a descrip-
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tive or evaluative nature, gained prominence. A whole range of
new quantitative tools were developed, designed to analyze or op-
timize processes of production or allocation and fueled by the de-
velopment of themainframe computer. Changewaspredicated on
the basis of a strong belief in rational, planned courses of action
and autocratic, top-down and expert-based approaches were the
rule. In themid-60s theclimatebegan to change in theU.S. andEu-
rope, particularly in the public sphere and in the wake of new so-
cial movements emphasizing bottom-up approaches, broader par-
ticipation and advocacy [Alinsky, 1971/1989]. At the same time, en-
vironmental issues became prominent, culminating in the initial
analyses of the Club of Rome and the energy crisis of the early 70s
[Forrester, 1961, 1971; Meadows et al., 1972, 1992]. In Japan, the
qualitymovementwaswell underway, giving rise to an exemplary
economic developmentwhichwas subsequently emulatedwithin
our hemisphere [Crosby, 1996; Dertouzos et al., 1989; Thurows,
1993]. Finally, the spread of the developed economies to previously
uncharted areas in the 1980s and 1990s and the implicit impact of
the globalization phenomenon gave rise to a new round of man-
agement approaches stressing flexibility, radical changes and in-
stitutional learning [Hammer and Champy, 1993; Senge, 1990].

Theproliferationof change theorieswhichevolvedduringpast
decades parallels an over-proportional growth in a range of profes-
sions, particularly those related to engineering (including infor-
mation sciences), business, and management [Snyder and Hoff-
mann, 1994]. With the growth of these professions, individual
change theories evolved with particular foci: corporate takeover
and mergers, small business practices, technology transfer; land-
use or transportation planning, water resources planning, advo-
cacy planning; healthmanagement and school systems; et cetera.
By now these change theories span a wide range of approaches:
the languages in which these theories are cast differ from field to
field, differing disciplinary traditions play a role, their lifespan is
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limited, and concepts are used with non-standard connotations.
On the bases of such a development, it seems clear that commu-
nication across disciplinary fields or across schools of thought ap-
pears fraught with problems of communication [Sokal and Bric-
mont, 1998; Herbst, 1998] (see Chapter 2).

In the field of higher education, many of the more popular
change approaches originally designed for other purposes were
—as “borrowed systems” —adapted to and integrated into the
management of individual institutions or higher education sys-
tems [Chaffee, 1985]. With the expansion of higher education,
the gradual move from elite to mass systems, the expanded roles
of higher education and new funding bases, self-regulation and
laissez-faire at the departmental levels, et cetera, were gradually
giving way to more active forms of leadership and governance
[Massy and Zemsky, 1990]. Consequently, change approaches or
change techniqueswhich proved beneficial in thefield of business
or public administration were found to be of value and were inte-
grated into the practice of higher educationmanagement. In addi-
tion, approaches specifically designed for this environment, like
assessment procedures in the context of accreditation and self-
assessment exercises and peer review, gained prominence [Kells,
1992].

The present note presents an initial classification of diverse
approaches to better assess their relative merit. The aim of this
is not a final taxonomy or a definite assessment of the history
of management; rather, the reflection on classification schemes
shall be encouraged in the hope that this will lead to more appro-
priate selections of change mechanism which fit particular con-
texts. Basically, we should perceive the proliferation of change
approaches as an enrichment of our palette of tools and theories.
Changeapproachesmaynot competewithoneanother asmuchas
we think and the lifespan of individual concepts may not be that
limited. Rather, change concepts retain value, they complement
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each other and are frequently most effective if applied not in an
isolated fashion but in a systemic context.

The Proliferation of Change Theories and
Their Causes

Under change processes I would like to subsume goal oriented
activities of a conscious, premeditatednature. Goal orientation in-
dicates that activities are chosen in response to or in anticipation
of a perceived situation. We call this reactive or proactive behav-
ior. The requirement that the behavior be premeditated sets the
focus on those classes of activities which are guided by reflective
thought and some preparatory organization. Although individual
activities are not excluded, the focus in this paper is clearly on
social activities with their associated problems of shared percep-
tions, communication, and common responses.

Activities such as these have various histories, particularly if
we look at the terms chosen to designate them. Some, like plan-
ning, date back a few hundred years if we take the term as such;
but there can be no doubt that plan making in the various fields
is far older than that and must have paralleled human develop-
ment. Others, like qualitymanagement, are a fewdecades old, dat-
ing perhaps from the early 1950s; but here, too, it was discovered
that quality hasnot been an exclusive recent concern [Juran, 1995].
One decade ago the termof the learning organizationwas popular-
ized [Senge, 1990] and recently a government reportwas published
in Britain under the title of “Higher Education in the Learning
Society” [Dearing, 1997], suggesting, perhaps, that organizational
or societal learning is a new phenomenon. But nothing could be
further from the truth. Looking at the development of mankind
[Levin, 1993], we observe that learning since the upper Paleolithic
period is basically a cultural phenomenon. While direct, individ-
ual learning is closely tied to individual brain functions, societal
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—or social — learning is not: all of the cultural achievements of
mankind — its religious constructs and ethical standards, its lan-
guages, its arts and sciences—are primarily based on social learn-
ing mechanisms.

If we look at the present vast literature on change processes,
both in the wider world and the world of higher education, we
observe a constant exchange of keywords to designate these pro-
cesses. We are not talkingmerely of planning ormanagement, we
use compound nouns or adjectives to specify our focus —and we
change our foci. Some of these will designate particular fields of
applications, this is clear: health planning, transportation plan-
ning, hospital management, etc. But others will designate partic-
ular — and changing —emphases regarding the underlying pro-
cess: strategic planning, contextual planning, quality manage-
ment.

Nomatter how such a system [or change process] comes into use […] itwill
[…] tend to follow a set pattern. First, the systemwill be widely acclaimed
in the higher education literature; institutions will eagerly ask how best
to implement it. Next, the publication of a number of case studies will
appear, coupled with testimonials to the system’s effectiveness. Finally,
both the termand the systemwill gradually disappear fromview [Chaffee,
1985, 133].

Weonce talked of planning, programming and budgeting systems
(PPBS), zero-based-budgeting (ZBB), management by objectives
(MBO), etc. Many of these—by now forgotten— change processes
have value and could be of further use.

Apart from the frequent turnover of concepts, a second phe-
nomenon should bementioned. More andmore, changeprocesses
— and also some classical, scientific fields — appear to be desig-
nated in non-neutral terms. While the disciplines attempted to
identify fields of inquiry, the modern terminology is frequently
value-laden. Instead of referring to a particular school of thought
within a discipline (e.g. the Chicago school of economics, or the
Harvard approach to business administration), the entire disci-
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pline assumes a strong ideological bent: we speak of New Public
Management (NPM), not to designate a particular ideology —or a
particular school— of publicmanagement, but to usurp thewhole
field. We appear to fight territorial wars with the help of terms. If
this practice continues unchecked, the implications for the intel-
lectual freedom and for higher education itself might be severe.

Thus far, I have argued that change processes have a limited
life expectancy and that they are frequently cast in ideological
terms. The two aspects appear somehow related. Change pro-
cesses are normally portrayed as a unitary entity, with a descrip-
tive title and a certain focus, not as a system of elements chosen
by managers or planners. As a consequence, if certain elements
of a change process appear outdated or ineffectual, the whole pro-
cess is likely to be replaced by a new process. This leads to a suc-
cession of change processes with limited life expectancies and to
a proliferation of approaches. Communication problems abound
for a number of reasons: the short life expectancy of the processes
under discussion is detrimental to the transfer of know-how from
teacher to student and fromonegeneration to thenext; practition-
ers lack common concepts and are implicitly asked to follow a par-
ticular school of thought; experiences are difficult to calibrate, etc.
On the other hand, if we were to think of change processes in a
more open, less confrontational way, more in the way of systems
of elements of change, we should be in a better position to build
and retain a proper practice of management.

ChangeManagement and Problem
Structure

To obtain a clearer view on the spectrum of change processes,
we shall attempt to match change processes with the problem
structures they are designed to address. Change processes are
closely related to problem-solving. At the outset, we perceive a
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problem situation we would like to change or solve. In systemic
terms, a problem situation can be depicted as a triplet ⟨i, ψ, d⟩
of elements composed of an initial state i, a desired state d, and
some form of a transformation ψ : i → d. In the case of rea-
sonably well-structured problems, such as those of recreational
mathematics or chess, the problem situation can be easily illus-
trated. In a three-move-mate-problem of chess, the initial state
is given by the figure configuration on the board plus the instruc-
tion ofwhich colorwillmove next; the desired state is amate in at
most threemoves, although itwill normally not be specifiedwhat
kind of mate is sought; the transformation of the initial state into
the desired state is the actual challenge of the chess problem at
hand. Problems of recreational mathematics lend themselves to
easy structuring and corresponding solution approaches [Bellman
et al., 1970; Harel, 1992].

In a more realistic, less structured problem of transportation
planning, for instance, we might be confronted with an initial
state characterized by a chronic congestion situation thatwewere
able to document on the basis of traffic surveys. The desired state
is not necessarily clear at the outset: wemightwant to remove the
congestion situation by increasing the capacity of the trafficmode
under consideration or by offering alternative —and additional —
modes of traffic; alternatively, we may want to reduce transporta-
tion demand by variousmeasures. Depending on the desired state
chosen, we would then evaluate and eventually implement alter-
native courses of action over which we exercise some control and
which are designed to transform, possibly through a succession of
steps, the initial state aswe originally perceived it into the desired
state chosen. Analogous problems present themselves in higher
education if the demand for certain fields of study grossly exceeds
available capacities: Should capacities in these fields be enlarged?
Howwould one finance this expansion? Should enrollment be cur-
tailed (Numerus clausus) to fit available capacities? Should the situ-
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ation be left unchanged in the hope that an inferior service will
reduce the attractiveness of the field? Should the demand be re-
duced by offering alternative courses of study geared towards the
same type of student?

I was alluding to the fact that problems may exhibit varying
degrees of structure. We often loosely distinguish between well-
structured problems on the one hand and ill-structured problems
on the other, knowing, of course, that there exists a whole spec-
trum [Newell, 1969]. Well-structured problems are distinguished
in that initial and desired states arewell defined aswell as theway
by which we plan to transform one state into the other. Mathe-
matical school exercises are often of a well-structured nature and
so are many puzzles and recreational board games. Engineering
and design problems are commonly characterized by the fact that
both initial and desired states are well-defined and the transfor-
mation is of a fairly well-defined nature. I say ‘fairly well-defined’
because inmost cases engineering problems are such as to bewell-
structured in principle: engineers normally know prior to their
designing of a structure or component whether the design is fea-
sible; in such cases in which engineers are confronted with an
ill-defined transformation, we normally speak of development or
research. Diagnostic activities, to mention another example, ad-
dress themselves to problem situationswhose initial states are ill-
defined. There are many problem-solving activities which can be
characterized not by what they are doing, or how they do it, but
by the structure of the problem they address.

Given this systemic sketch of problem situations, we are in a
position to propose a classification scheme of problem classes. If
we loosely distinguish between well-defined elements of a prob-
lem situation (denoted by a ‘1’) and ill-defined elements (denoted
by a ‘0’), we can distinguish 23 = 8 problem classes (see Table
16.1). We are now also in a position to classify problem-solving
approaches as a function of the problem class they address: ap-



[ 118 ] Reflections on Society and Academia

Table 16.1: Classification Scheme of Problem Classes

States
of

Problem
Sitation

Problem Class: i ψ d Problem-Solving Approaches:
I 1 1 1 Algorithms
II 0 1 1 Diagnostic activities, self-evaluation

and peer review, benchmarking
III 1 0 1 Total-quality-management,

engineering design, R&D
IV 1 1 0 Environmental scanning

technological forecasting, scenarios
V 0 0 1 Diagnosis-treatment approaches
VI 0 1 0 Technology transfer, operations research,

SWOT-analyses
VII 1 0 0 Reengineering
VIII 0 0 0 Strategic planning

proaches which work well in well-structured situations and oth-
ers specifically geared towards the ill-structured cases.

If we look at the lattice which can be formed by these eight
problem classes, we can also see how ill-structured problems can
be decomposed into sub-problems of lesser scope andhigher struc-
ture (see Figure 16.1). Each node in the lattice represents a prob-
lem class — and by implication also a class of problem-solving ap-
proaches. Problem-solvingwill start at a particular node of the lat-
tice (depending on the problem at hand) andwill attempt tomove
to nodes representing problems with more structure.

On the basis of this schematic construction, we can see prob-
lem-solving as a process which moves from the vague and gen-
eral to the coherent and specific [Emery, 1969]. At the outset, we
are confronted with a less than well-structured problem which
we transform, through a succession of problem reformulations,
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⟨1, 1, 1⟩↗ ↑ ↖
⟨0, 1, 1⟩ ⟨1, 0, 1⟩ ⟨1, 1, 0⟩↑ ↗ ↖ ↗ ↖ ↑
⟨0, 0, 1⟩ ⟨0, 1, 0⟩ ⟨1, 0, 0⟩↖ ↑ ↗

⟨0, 0, 0⟩

Figure 16.1: Lattice of Problem Classes

into a set of well-structured sub-problems we can solve. During
this process, we structure the original problem until we arrive —
iteratively — at a well-structured representation which serves as
the operational simile of the original problem [Quade andBoucher,
1968]. This chain of problem representations is not unique. In
other words, ‘adding structure’ is not a purely technical matter,
quite to the contrary. We often observe that people are in reason-
able agreement as far as the acceptance of the ill-structured ver-
sion of the problem is concerned, but may have widely differing
opinions when confronted with a well-structured representation
of the same problem. Well-structured versions of a problem can-
not be ‘deduced’ from ill-structured versions of the problem. The
process of well-structuring is value-laden and often highly politi-
cal.

Finally, the schematic construction also indicates how ill-
structured problems can be decomposed into sets of better-struc-
tured problems of more limited scope —and how particular prob-
lem solving or change processes can be combined to address our
problems at hand.
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Focus of Approach

Wehave stated above that change processes are closely related
to problem-solving. Problem-solving, in turn, relies on models —
or on images—of problem situations [Ackoff et al., 1962; Boulding,
1961]. There is no need to enter into the current debate on decon-
structivism or philosophy of science [Sokal and Bricmont, 1998;
Tierney andRhodes, 1993;Weinberg, 1992], but it should be reason-
ably clear that in the social sciences at least, theories and models
reflect asmuch the perceptions of its authors as the outside world
they are supposed to map. This situation holds irrespective of the
type of theory or model we construct, in the descriptive domain
as well as in the domain of evaluative or normative models or the-
ories.

Theories or models of change processes are of an evaluative —
or normative—nature. Theywill rely on descriptive analyses, but
their raison d’être is a different one: their purpose is to discriminate
between alternative courses of actions or to propose particular ac-
tion schemes. While in the past a certain emphasis was placed on
the construction of mathematical models to prescribe decisions,
the newer approaches emphasize people-centered —or dialogic —
processes of change. The two approaches frequently divide profes-
sionals along disciplinary lines, with the more quantitatively in-
clined opting for the former and the less quantitatively, more ver-
bally inclined in favor of the latter. However, the two approaches
donot competewith one another; rather, they are complementary
—and should be seen as such.

Schematically, evaluative theories or models distinguish be-
tween an endogenous and an exogenous world to analyze or influ-
ence [Ackoff et al., 1962]. The endogenous world covers those as-
pects of a system over which we exert some direct control, while
the exogenous world refers to factors which lie outside our direct
sphere of influence. If we want to classify approaches to change
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Table 16.2: Context of Application of Change Approaches

Focus of Analyses

endogenous exogenous
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s Quadrant 1: Problem analy- Quadrant 2: The analysis of the

ses and courses of actions wider context forms the
pertain primarily to the di- backdrop for the selection of
rect sphere of influence. courses of actions pertaining

to the direct sphere of influence.

Quadrant 3: Sought-after Quadrant 4: The larger context
systemic changes are de- forms the backdrop for sought
signed to eventually propa- after broad policy changes.
gate beyond the immediate
sphere of influence.

management from this perspective [Peterson, 1993], we can gener-
ate a 2× 2 table in relation to whether we would like to primarily
analyze or influence a given problem situation (see Table 16.2).

GlobalAnalysis, LocalAction Many of themajor theories of
how to approach the world will fit this scheme. Perhaps a decade
ago a slogan became popular, being carried around on bumper
stickers: “Think globally, act locally”. The basic message behind
this slogan was the idea that individual actions have side effects
— externalities, as the economists would say —which are not ac-
counted for bymarketmechanisms and that responsible behavior
on thepart of the citizenry should voluntarily limit local actions to
a subset of actionswhich are not in conflictwith their anticipated
aggregated —or global — impact (see Quadrant 2 of Table 16.2). If
we talk of sustainable development today, we think along similar
lines, although the emphasis is on the building of appropriate sup-
porting structures in the field of technology or law [Schmidheiny,
1992].
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While neoclassic economic theory pretty much ignores exter-
nalities, external effects have been part of economic thought for
some time. In neoclassic theory, individual maximizing behav-
ior will lead to global optima. If this were indeed the case, the
above slogan would lose its meaning —or would call for a differ-
ent interpretation. In reality, however, we are confronted with
blatant, singular external effects we may attempt to fight. More
damaging, however, are the many minor externalities of individ-
ual actions which, cumulated, might lead to global effects nobody
wants. Many of today’s environmental or societal problems —air
and water pollution, deforestation and soil erosion, problems of
congestion, decay of neighborhoods or the erosion of public school
systems, etc. — are of this kind: the systems under consideration
drift in undesirable directions. Kahn [1966] called themechanism
in support of such drifts “the tyranny of small decisions”. And
Senge [1990] states, “[…] the primary threats to our survival, both
of our organizations and of our societies, come not from sudden
events but from slow, gradual processes […]”.

The slogan of “Think globally, act locally” may, however, also
be interpreted from a more adaptive perspective. We want to
see the context within which we operate and we want to select
our options accordingly. Such a position has a strong systemic
bent: it feeds on the early schools of systems analyses and has
recently been popularized under the name of “learning organiza-
tions” [Senge, 1990]. The basic notion of that school is that learn-
ing in frequent situations cannot be based on trial and error be-
cause the consequences of our actions might become visible only
in the distant future or in a distant part of the world where we
have no direct access or lack knowledge. Irrespective of this par-
ticular connotation and the question of how to support organiza-
tional learning, the position has gained prominence, particularly
in the field of higher education: “[…] the primary focus of [institu-
tional] planning has been to examine environmental change and
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to develop institutional strategies for responding or adapting” [Pe-
terson et al., 1997, 3].

LocalAnalysis, LocalAction It is clear that the general strat-
egy we referred to above has a special appeal: many of the profes-
sionalswho assume functions in thefield of planning or higher ed-
ucationmanagement will feel comfortable with it. But that is not
to say that other foci are not more prominent. Clearly, the most
frequent position adopted, in business and public institutions, is
that of a primarily local — endogenous — focus of analysis and ac-
tion (Quadrant 1 of Table 16.2). This position is convenient in that
it minimizes the accumulation of costly intelligence and it will
limit courses of actions to that subset overwhich the organization
will exercise sufficient control. But the position is also of an ideal-
type: were it not for externalities and could global conditions be
readily read locally, the classic assumptions of economic theory
would hold and there would be no need to adopt different strate-
gies.

In fact, modern economics is in the process of reviewing its
classic assumptions [Arthur et al., 1997]. Local actionswill not lead
to global optima, but the questions will be raised concerning con-
ditionswhere a local focusmight generate reasonable—or accept-
able— results, even from a global point of view. With this focus of
inquiry, economics adopts research questions that arewell known
in the field of organismic biology: wemaywonder how ants are in
a position to quickly repair a damaged anthill while the perspec-
tive of the individuals, so wemust assume, is limited indeed. The
chosen focus of inquiry is also an expression of hope and amodern
answer to Lindblom’s dictum of “muddling through” [Lindblom,
1959]. If economics —or the policy sciences for that matter — are
in a better position to explain the conditions underwhich the pur-
suance of local foci and the general stability of the system at large
go hand in hand, we shall have gained a great deal.
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Local and Global Analyses, Global Action While change ap-
proaches in the fields of business and non-profit organizations
fall predominantly into the first and second quadrants of our
presently discussed classification scheme, change approaches of
many public agencies will have to be classified as belonging to the
third quadrant. Public agencies, togetherwith their associated set
of laws, frequently act as catalysts of change taking place outside
the narrower confines of the agency. Significant is not primarily
what goes on within an agency, but what kind of an impact the
agency has on the society at large. Housing, transportation, land-
use or school authorities are not judged primarily on the basis of
what goes on within the respective office; they are judged on the
basis of the larger effects of their work. Conceptually, these agen-
cies participate in a two-person game [Rapoport and Guyer, 1966]
whose rules they shape butwhose outcome theyhave only limited
control over.

Lastly, there are change approaches pertaining to fields of pub-
lic planning—and particularly to large infra-structural projects—
or change approaches of a very general nature with an undefined
planninghorizon (Quadrant 4). In thefields of public planning,we
are confronted with situations similar to those of public agencies,
butwe have a clearly different focus: in the case of public agencies
management questions are dominant— the running of the partic-
ular agency over time — , whereas in public planning a future is
conceptualized. Again, this futurewill be brought about by two ac-
tors, the public authorities responsible for whatever investments
are necessary, and the public at large which will interact with the
facilities that were part of the planning effort. Because so much
of the planning work pertains to a distant point in time and be-
cause the public at large has such a significant impact on the per-
formance of the system under consideration, the foci of analyses
andaction lie predominantly outside the immediate boundaries of
the institutions engaged in planning. Apart frompublic planning,
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Table 16.3: Classification Scheme of Analyses-Action-Classes (Examples)

Focus of Analyses

endogenous exogenous
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s Continuous quality improvement Benchmarking

Reengineering Environmental scanning
Self assessment & peer review Learning organizations

Scenario-based planning
Institutional planning

National performance review Applied sociology
New public management Public sector planning
Impact assessment Public policy making
Technological forecasting
Technology transfer

there are also the fields of the applied social sciences and public
policy planning. In the applied social sciences societal aspects are
studiedwith thegeneral aimto further ourunderstandingof these
aspects — and perhaps also to prepare the groundwork for future
forms of interventions.

Higher Education Management With this, we have a sec-
ond framework to classify major change approaches which have
become prominent in the field of higher education management.
While I do not attempt to present a definitive classification, and
while I would like to emphasize that such classifications are char-
acterized by a degree of subjectiveness, I should think that some
examples might be helpful in the understanding of the presented
concepts (see Table 16.3). In this second classification framework,
change approaches are grouped by the context of application (Ta-
ble 16.2): dependingonhowweperceive this context,wewill focus
on different classes of change processes; and conversely, depend-
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ing on our interests in particular change processes, we will have
to take account of particular contexts of analyses and action.

Concluding Remarks

In recent decades, management approaches designed to bring
about desired change proliferated. In thefield of higher education,
many — if not most —of the more popular change approaches
which found their ways into literature and practice were adopted
by institutional management. This adoption did not occur uni-
formly, by all involved; nor did an eventual adoption take place
without time limits. In fact, management approaches can be
linked to schools of thought or basic professional orientation and
the lifespan of particular theories is limited. There is a constant
generation of ideas which are introduced, propagated and popu-
larized—only to be replaced by newversions of ideas. The process
of this history of ideas will continue, but it appears that a clearer
picture will have to emerge regarding the linking of theories and
regarding their concurrent use or replacement over time.

The present paper criticizes the unreflected use of change pro-
cesses. Many processes are chosenwithout a clearer picture of the
options at hand and without a deeper understanding of the pros
and cons of individual processes under consideration. The choice
of change processes seems to be linked to professional orientation:
the disciplinary backgroundof the keyplayers of changeprocesses
appears to have a strong bearing on the types of the processes cho-
sen. Furthermore, change processes appear to be selectedmore on
the basis of their popularity than on the basis of analyzed merit.
While our environments, or worlds, indeed do change, change ap-
proaches designed to respond to these environments appear to
change even faster: frequently, we observe them as fads.

We are thus confrontedwith a paradox: while we observe that
many of our higher education systems in the world have retained
a strong traditional orientation with slow changes and reluctant
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adaptations to changing conditions, we are confronted with ever-
varying change theories. In fact, most higher education systems
seem to lag behind the general economic development [Herbst,
1997], although there appear to exist exceptions [Clark, 1998; Trow,
1997]. We can argue that higher education systems eventually
adapt to changing societal conditions and that a certain lag in re-
sponsiveness will, in fact, improve the stability of the system and
will keep it better on course: both higher education and research
require commitments extending beyond the short range. But we
should also be clear on our focus: we want to change andmodern-
ize higher education, not necessarily change theories.





17
Excellence

Where performance is manifest, there is no rea-
son to spell it out: we see it; the facts are clear,
uncontested; in a ‘naturally’ stratified system,
there is no need for deliberations. Even in com-

petitive situations we can be gracious, generous, by upholding a
satisficing stance, in grouping the performing and in separating
them from the insufficient. Somemargin of error is tolerated: the
non-performing, minor academic among the sufficient, and the
talented outsider, the non-elected intellectual.

I

This may have been the situation within academia some time
ago. But the world has changed. Western societies have turned
their once pyramidal architecture of the economy, as Jean Foura-
stié [1949] had predicted, upside down: the tertiary sector of the
economy, formerly the smallest, became themost prominent one;

129
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the industrial was replaced by a post-industrial era, diminish-
ingmanufacturing; the erstwhile dominant primary sector of the
economy became capital intensive, employing the least labor. De-
mand for higher education multiplied as a consequence, mass
higher education was recognized as a phenomenon [Trow, 1970],
research universities have come to resemble engines of economic
prosperity, retrenchment became a common policy, and a new en-
trepreneurialism took hold [Clark, 1998]. The growth of higher ed-
ucation is a byproduct of the general transformation of societies,
and it is costly, competing with other causes worth pursuing, i.e.
with localized labor-intensive activities that cannot easily be out-
sourced to regions where labor is cheap¹.

Because education and, in particular, higher education is seen
to be tied to economic prosperity, education has become — in the
language of economic analysis — a production factor with which
nations compete (see Chapter 15). In the year 2000 the Euro-
pean Council earmarked the goal “to become the most compet-
itive and dynamic knowledge-based economy in the world” by
the year 2010 [European Parliment, 2000], a target which had to
be revised only a few years later: it was unrealistic, and it was
not accompanied by any substantivemeasures designed to pursue
such an aim. Particularly the proposed “European area of research
and innovation” was ineffective, in spite (or because) of the top-
down initiated Bologna program, since higher education was not
in themood to reform itself: Europeanhigher education remained
locked, or chocked, as Joseph Ben-David and Zloczower [1962] ob-

¹The connex of “tertiary culture” (Fourastié), outsourcing and “mass higher
education” (Trow) is a topic too broad to address here in somedetail. Mass higher
education is a consequence of the tertiary culture and outsourcing, but it can-
not serve as a single remedy to the loss of blue color employment: jobs cre-
ated through IT, robotics or new service industries (as some futurologists would
claim) is unlikely to fully compensate for losses in manufacturing. The expan-
sion of old service industries (in the health or elderly care sectors, or in continu-
ing education, for instance) might close the gap.
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served, strangulated by a self-imposed culture of rules and regula-
tions whose effectiveness appears wanting [Münch, 2014]².

The tie that links higher education to economic prosperity is
rather tenuous [Herbst et al., 2002, 14], as the past two to four
decades have clearly shown. Germany, with a relatively bland sys-
tem of research universities (and associated academies), has done
reasonably well economically; the same can be said of a range of
other European nations. In contrast, the dominant positions of
U.S. (or — to some extent also —U.K.) research universities has
not found its correspondence in a prospering U.S. (U.K.) economy.
With the exception of the spin-off culture, first around Route 128
(in Boston) and subsequently in the Silicon Valley (of California)
[Saxenian, 1994] or the Research Triangle Area (in North Carolina),
the link betweenhigher education to economic prosperity is loose.
Israel emerges to come closest to a correlation between higher ed-
ucation research and economic prosperity, and other nations (of
the Far East) appear to move into the same direction³.

Higher education and its offshoots have become a major in-
dustry, in spite of the loose tie linking higher education to eco-
nomic prosperity. Gone are the times when there was a clear un-
derstanding, a social contract, on how to sustain such systems,
and funding —or resource allocation — issues have come to dom-
inate [Herbst, 2007]. This cultural shift affects higher education
in profoundways. Research universities have slowly drifted away
from their “ivory tower” image, with their pursuit of “knowledge
for its own sake”, to become branded enterprises to compete in

²It remains barely assessed bymainstreammeta-science.
³It should be noted here that OECD lists Israel and the U.S. with the high-

est poverty rate (18.6% and 17.2%, respectively, 2012-14) amongst its 36 mem-
bers, with Estonia, Chile and Turkey faring slightly better. “The poverty rate
[as defined by the OECD] is the ratio of the number of people […] whose income
falls below the poverty line [, that is, below] half [of] the median household in-
come of the total population.” It is a relative —not an absolute —measure; see:
https://data.oecd.org/inequality/poverty-rate.htm.

https://data.oecd.org/inequality/poverty-rate.htm


[ 132 ] Reflections on Society and Academia

an international market of ideas and concepts: marketing takes
precedence over production, rankings over self-assessment, se-
crecy over free communication, serviceability over scholarship,
signaling over transparency, credentialing over learning or indi-
vidual growth.

&
How should we assess academic productivity? Indeed, we

barely know. In the old days, we had universities with few foci, to
educate the clergy, the philologist and philosophers, the lawyers,
medical doctors, natural scientists and teachers; and there were
specialized schools in the fields of engineering, mining and archi-
tecture to cater to the corresponding needs of society. During the
past 200 years, enrollment rates in Europe may have multiplied
by a factor of 20 or more, and specialization and ‘output’ have ex-
panded correspondingly. Growth in higher education was accom-
panied eventually by an increased diversity of higher education
institutions and their corresponding missions [Clark, 1997; Trow,
1997]. Quality became an amorphous concept, often difficult to
spot or to categorize; talent a rare resource to be scouted similar
to that of soccer teams; paradigmsmultiplied (outside the natural
sciences) in non-Kuhnian ways; publication outlets proliferated
and stratified; the assessment by indicators replaced the evalua-
tion by insight.

Research on tertiary education has not kept pace with this
transformation of the educational landscape. Indeed, as the av-
erage quality of research has declined with its proliferation, re-
search on higher education appears to have followed the same —
inverse — relation. Since the turn of the millennium, European
higher education research has been preoccupied in inordinate
ways with the Bologna Process, a top-down initiated —and ill-
fated—policy to enhance tertiary education, focussing frequently
on the degree of its implementation rather than on substantive is-
sues [Herbst, 2017]. Social processes of thatmagnitude are difficult
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to judge outside of a framework of sampling; but one could easily
assume that the normal rates of reforms within higher education
would have been equally effective (with regard to the various aims
pursued) as the Bologna Process itself. Some critical analyses of
European higher education, including the Bologna Process, were
made, but they remain a fringe phenomenon. What is lacking are
empirical studieswithin a sensible conceptual framework ofwhat
is, and quantitative studies of what could be.

What policies stress is a focus on ‘excellence’, whatever that
might mean. This focus is served by an a priori imputation of —
rather than a search for — excellence, by the implantation of ‘ex-
cellence initiatives’ or ‘centers of excellence’. It is also promoted
by a range of pseudo-scientific ranking schemes designed to iden-
tify excellence in higher education institutions [Abbott, 2014a]:
e.g. the QS World University Rankings; or the Academic Ranking
ofWorldUniversities (issued by the Center forWorld-Class Univer-
sities of the Shanghai Jiao Tong University) [Billaut et al., 2010].
In most of these cases, a linear combination of indicator-values
is used to evince an overall score of excellence, in spite of method-
ological deficiencies, someofwhichhavebeen spelledout longago
[Fishburn, 1964, 1973] — andwhich render such rankings schemes
almost useless [Herbst, 2005]⁴.

Excellence of institutions is not that easy to embrace: do we
want to define it in absolute terms (as the ranking schemes above
purport to do), or in terms of the institutional contribution to
the learning experience, the improvement, of students or scholars

⁴My hunch is that if a student were to come up with such ranking schemes
as part of a term paper in the field of operations research (or multi-criterion-
decision-making), he (she) would flunk the course. Furthermore, the rankings
are not transparent, that is, the transformation of empirical data (culled from
various data bases) into scores cannot be traced (it is hidden from the reader) —
and, hence, cannot be replicated (in stark contrast to normal scientific practice).
In spite of that, reputable universities embrace such rankings, mainly because
of a combination of conceit and opportunism.
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[Astin, 1985]? Which performance indicators are associated with
excellence andhow? Howdoes oneoperationalize excellence, how
does one produce it? Which institutions would we want our chil-
dren to attend? Is money a decisive factor to achieve excellence?
Where do really creative ideas originate, and why?

The focus on excellence of institutions is accompanied by a fo-
cus on excellence of individuals. ‘Talent’ is spotted early and re-
cruited even from afar. This sets off a cascade of sifting layers, of
winner-takes-all processes [Frank and Cook, 2010], with the seem-
ing aim to select and foster the gifted: schools focus on knowl-
edge transfer rather than on the development ofmind and charac-
ter; tests are administered to do the sieving; pupils and students
are pressured to perform rather than encouraged to explore; and
test scores purport to convey the complexity of personality and
prospect. There are a range of implications: assessment may be
counter-productive and selection premature; success may be tied
in inordinate ways simply to luck; the diligent are oftenmore suc-
cessful than the talented; indeed, talent may remain undetected;
tests should primarily inform the teacher (about the effectiveness
of teaching) rather than to assess the person being taught.

&
How did the processes identifying the creative personality

work before these cascades of sifting layers were applied? Well,
we have the geniuses we detected; the others we do not know (see
Chapter 9). Wolfgang Amadeus Mozart and Felix Mendelssohn
Bartholdy are known. Albert Einstein flunked the entrance exam
at the Swiss Federal Institute of Technology in Zürich andwas sub-
sequently—after finishinghigh school, his successful enrollment
and his studies in physics —not selected for a post-doctoral posi-
tion at that institution. John von Neumann finished his studies
in chemistry at the Swiss Federal Institute of Technology with av-
erage grades. Franz Kafka we might have missed were it not for
his friend Max Brod. Ludwik Fleck may have remained an author
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without resonance were it not for Thomas S. Kuhn [1970 (1962)]
who had referred to Fleck. Walter Benjamin was not amongst the
chosen, and he survives after he was driven (as a Jew) to commit
suicide; Alan Turing, after serving the nation, faced (as a homo-
sexual) the same predicament. Donald E. Knuth had the fortune
to be brought up in a normal environment. Daniel Hope became a
major violinist because his mother had taken on a secretarial po-
sition with Yehudi Menuhin.

Performance is unlikely to be associated with a — top-down—
focus on performance. The Dada-movement, formed a.o. by Hugo
Ball, Tristan Tzara, Hans Arp, Richard Huelsenbeck and Marcel
Janco, was a current by artists and writers who had not gradu-
ated from an art academy (only Wassily Kandinsky had a formal
education). Stanislaw M. Ulam, Stefan Banach, Hugo Steinhaus
and John von Neumann did mathematics because of their inner
urge, and they found themselves in informal circles, in the coffee
houses of Lwów [Lemberg] and other cities [Ulam, 1991; Mauldin,
2015]. The Vienna Circle around Otto Neurath et al. [1970, 1971
(1955)]wasnot formedbyaEuropeanCommission to foster science.
Switzerland had a rich culture of fine arts, in spite of a lack of lo-
cal academies. The Unix operating system [Silvester, 1988 (1984);
AT&T Bell Laboratories, 1987] was not formed by a consortium to
run today’s laptops or supercomputers. The Rolling Stones and
Beatles, Bob Dylan and Joan Baez, Doc Watson and Elvis Presley
made music because they wanted to —and because some agents
found them attractive⁵. Delano Meriwether, an M.D. at the Bal-
timore Cancer Research Center, took up track for fun to become
A.A.U. champion⁶. Before elite universities had topped the league

⁵There were many fine musicians in Appalachia whom I listened to in a pub
or at a local festival and who neither made the charts nor found agents.

⁶“Dr. Delano Meriwether, a 27-year-old hematologist, is stretched out on his
bed watching a telecast of a track meet between the U.S. and France. He stares
intently at the 100-meter dash, turns to his wife Myrtle and says, ‘Hey, I think I
can beat those guys’. Myrtle nods and mutters, ‘Sure, honey’ ” [TIME Magazine,
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tables, the provincial and ethnical played a major part⁷.

&
The longing for excellence has economic implications, and it

is partially tied to an inability to assess, to use one’s own judge-
ment. Our own assessment is delegated: to Guide Michelin or
Gault-Millau, to the Academic Ranking of World Universities, to
Sotheby’s or Christie’s in the case of fine arts, to Robert Parker
with regard to wine, to the Pritzker Architecture Prize commit-
tee, to science journals. The external assessment takes on the
role of a ‘signal’ (as the economists would say), the signal serves
as a proxy for the original, and the reading of the signal is a sub-
stitute for one’s own appraisal. This has advantages: the costly,
time-consuming evaluation that depends on know-how and back-
ground can easily be replaced by a cheap —and quick — selection
process; and it is, to a certain degree, also necessary, in that we
depend on it, in that we cannot avoid such signals (see Chapter
14); but it has also severe drawbacks: the expensive or exalted
is seen as a substitute for quality; the exclusive or faddish takes
precedence over craft or talent. Instead of stumbling into a mag-
nificent trattoria at the gate of the remote Valle dell’Orco, south of
the Grand Paradiso mountain range, the Trip advisor or the Guide
Michelin will have to be consulted to find a restaurant in Milan
or Rome; musical performances depend on large audiences, even
if the people in the concert halls cannot distinguish between the
good and the exceptional, cannot pass a blind test⁸; the same can

July 12, 1971].
⁷“The writers who shaped and expanded my sense of America were mainly

small-town Midwesterners and Southerners”, wrote Philip Roth [2017], “writ-
ers shaped by the industrialization of agrarian America, which caught fire in
the eighteen-seventies and which, by providing jobs for that horde of cheap un-
skilled immigrants, expedited the immigrant absorption into society and the
Americanization, largely by way of the public-school system, of the immigrant
offspring”.

⁸Joshua Bell performed at Union Station in 2007 in Washington D.C.: “[t]o
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be said of art exhibits⁹; aspiring, gifted natural scientists cannot
find proper employment in academia because their work is spec-
ulative (theory, hypothesis driven) rather than merely empirical
(or computational) and, consequently, not accepted bymajor jour-
nals¹⁰.

II

Science, the acquisition and study of knowledge, is tied to that
what society seeks to know. Research positions follow demand,
occupational patterns mirror what is dear to society. The mar-
ketmodel of professionalismholds. An imbalance between supply
and demand of positions will lead to some form of rebalancing or
adjustment, eventually at least, to higher wage prospects and the
intrusion of ‘outsiders’ into fields with labor demand; or, in the
case of excess labor in given domains, to lowerwage prospects and
an associated flight of professionals into other métiers. This has
implications, directly or indirectly, for the enrollment of students
and for the appointment of faculty and staff in higher education.

In basic sciences, universities try to employ faculty in promis-

make a long story short: almost no one noticed him” (Timemagazine of Septem-
ber 30, 2014).

⁹One of the most telling exhibitions that I have seen was on German expres-
sionism in the Tel Aviv ArtMuseum in 2012, “Utopias on Paper: Prints and Draw-
ings from the Museum Collection” [Hadar, 2011]. Although I thought that I was
familiar with German expressionism and its history, a fair number of the exhib-
itedartists, perhaps twentypercent, I didnotknow: eightypercenthad survived,
and twenty percent had perished from the roaster of acclaimed artists, in spite of
the fact that their work was — inmy assessment —as good as that of their more
successful peers.
¹⁰I am not talking here of wacky science, of communicating with extra-

terrestrial units, or of transferring the content of one’s brain onto a computer
chip, of trying to bring about eternal life, of conversing with the dead. Most of
the madmen proposing these views are well established in academia or society;
I am talking about science that is ‘normal’, that can be verified (by the scientific
community) within an ordinary time frame.
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ing fields. Some of these fields are known and large and they ad-
just to new currents and insights almost imperceptibly and bit by
bit. Some of the fields are novel, requiring new funding, and they
are normally formed gradually through the cross-disciplinary in-
terplay of established fields. Finally, some fields become outdated
and are being replaced bynewer areas of inquiry. In applied or pro-
fessional fields, the pattern of gestation, reorientation or abandon-
ing of disciplinary orientations is similar to the one just sketched.
Some fields are upgraded from trade or art schools to become aca-
demic; some domains of inquiry are reoriented, or merged in a
cross-disciplinary way, or split to serve specializations; and some
fields are downgraded and loose their former academic status.

Remuneration of professionals follows this pattern to some ex-
tent: it is generally low where there is an oversupply of labor and
high where there are labor shortages. However, other factors re-
garding pay seem to play a role aswell. Neoclassical economic the-
ory posits thatwages reflect themarginal productivity of thewage
earner; if we find (in an equilibrium situation) wage differences,
theymust be due to differences in productivity. InmanyWestern
countrieswe observe significantwage differences between groups
of professionals, and it is unlikely due toproductivity differentials:
medical doctors or lawyers commonly earn more than engineers
or scientists, perhaps by factors of two to three¹¹. These wage dif-

¹¹Regarding marginal productivity: Wages that differ by factors of two or
three are one thing. Remunerations that differ by factors of 50 or 100 are some-
thing else, but they do exist: CEO’s of major companies earn that much more
than (e.g.) professors of economics at leading research universities. Sherwin
Rosen [1981] has described skewed distributions of incomewhere the few on the
top garner extraordinary income (in sports, the arts, in business). Rosen argues
that a talent ranking T (an ordered set) ismapped to a remuneration scaleR, that
is,φ : T → R, whereby, for anya, b ∈ T anda ≻ b,φ(a) ≥ φ(b). Furthermore,
small ranking differences within T may translate into very large remuneration
intervals within R. My argument is that, in reality, there do not exist suchmap-
pings. The correlation between T and R is likely to be positive, but not exceed-
ingly high, and the skewness of the correlation lacks meaning (see also p. 165f):
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ferences should draw talent into high paying occupations, affect-
ing eventually a more equal distribution of wages and talent. But
this does not happen: M.D.’s and lawyers are organized like gilds
or cartels, restricting the access to their profession and regulating
their fees¹². In the case of M.D.’s, costs of services increase with
the number ofM.D.’s (becauseM.D.’s steer the demand to some ex-
tent) and governments generally regulate their number. Further-
more, both M.D.’s and lawyers have direct —private — client con-
tact wheres engineers and scientists do not: they normally deal
with institutions. The two classes of factors, cartels and clients
(principal), are primarily responsible for wage differences¹³.

One aspect of this specific market definition of labor is the
role ascribed to professions without private client contact. Ba-
sic sciences are fostered in research universities¹⁴ and financed —
directly and indirectly —mainly by the respective public. Basic
research is necessary for downstreamdevelopments, it is (in large
measures) a public good, and it is financed by the public because
it serves society. This view is well established with regard to the
classical —natural — sciences (including mathematics), and the
argument can be extended to Stem-fields¹⁵, the humanities and
social sciences, and the applied disciplinary orientations as well.
The number of professionals (or scientists) working in the various
domains is directly related to their demand, that is, to the value a

it normally can be described on the basis of rigged markets.
¹²This has not always been so; see e.g. Jarausch [1990].
¹³There are, of course, wage differences betweenmen andwomen (in Switzer-

land, they are documented to be below 10%). On thewhole, these differences are
not due to outright discrimination but to a subtle mix of causes. The primary
reason for wage differences, it appears, is the linking of profession and gender:
in professions where women have traditionally been dominant, wages are gen-
erally lower (also for males), and it will take time to rectify this situation.
¹⁴Both public and private types of institutions are non-profit oriented. There

are no profit oriented higher education institutions engaged as research univer-
sities.
¹⁵Science, technology, engineering, management.
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society ascribes to their work. If professions need professionals, a
corresponding educational setupwill normally guarantee that the
required labor force will be formed.

Problemsarisewhere societal issues arenot addressedbecause
the labor force does not match those. Labor demand is depen-
dent on specific institutional setups which ‘call’ for this labor,
and if the call is lacking societies may be left with important
—unresolved — issues¹⁶. Environmental protection activities are
only possiblewithin the context of corresponding positions: most
economistswork for banks or insurance companies, not forNGO’s,
public planning agencies or labor unions; basic research in the
field of public economics is dependent on curricula which aim to
train applied public economists — and on positions where such
graduates would find employment; et cetera.

Problems also arise when talent is not being recruited to ad-
dress particular issues, when thematching of issues and problem-
solvers is amiss. C.P. Snow’s “two cultures” did not distinguish
between two sets of issues to deal with. But this appears to be
the case when issues are approached: problems within the Stem-
fields (natural sciences and engineering) are dealt with by people
whose talent is rooted in ‘structural’ thinking, and issues within
the social sciences are primarily delegated to people whose train-
ing has focused on languages and socio-political skills¹⁷. The junc-
ture for this division of labor takes place early on, perhaps even
before high school, and it is wrong: it may do injustice to aspir-
ing professionals; but it is wrong primarily because the frequent
matching of issues of the social scienceswith problem-solvers not

¹⁶Orwewouldhave toargue thatun-addressed issuesarepseudo-issuesornon-
existing.
¹⁷Socio-political skills should not be less prevalent with people who have the

talent and training of structural thinking. Furthermore, it appears that the in-
clination to approach social problemswith the help of structural thinking, with
operations research and the applied mathematical sciences, has diminished in
the past half century (in relative terms).
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specifically trained in structural thinking is clearly deficient and
does not serve the problems at hand. Social science problems are
inherently complex problems, and the handling of complex prob-
lems is enhanced through structural thinking¹⁸.

Societies can only attempt to address problems for which they
provide the required know-how and positions, and in a range of
cases, it appears, societal problems are simply left to remain unat-
tended: they fall outside the spectrum of feasible issues, outside
that which is admissible in terms of the dominant social theories.
In contrast, some technologies or customs, tied to the individual
consumer (and the market credo), spread like infectious diseases
or wildfire: suburbia, urban sprawl and private transportation;
air, water andmarine pollution; social media; botox and cosmetic
surgery. What is technically possible will be done: implications
are rarely assessed on an a priori basis, they are borne.

Who has been charged with defining, with specifying the aca-
demic spectrum? Ideally, it is academia itself [Polanyi, 1958]. But
the task of specifying is not that simple: it depends on funding
agencies, on research programs, on student enrollment patterns,
on employment and labor demand. An astute academia would
look into the future, establish the curricula and research vessels
which are deemed to play a role in the periods to come, and con-
vince employers touse the services of its graduates. Inmanycases,
this hadworked¹⁹; and in some cases the process seems to fail²⁰: so-
cieties appear to have the labor force they deserve.

¹⁸There are a range of cross-disciplinary programs focusing on themathemati-
cal social sciences, but they form a tinyminority of the corresponding curricula.
¹⁹The information technology (IT) revolution was clearly instigated by re-

search universities (e.g. MIT, Stanford, Cal Tech, Berkeley, et cetera), and its
products generated novel consumermarkets. The new biology follows this path.
²⁰The environmental scienceswere also aproduct of researchuniversities, but

their impact is clearly limited because environmental sciences lack a broader
consumer market — and they are dependent on political clout.





18
Productivity

Tthe question on how to steer the foci of academic —
or societal — inquiry is normally associatedwith the as-
sessment of academic productivity in a narrower sense.
Academic work, i.e., teaching, learning and research-

ing, can be partially described in quantitative terms, and it forms
the base of a sociology of science —or a meta-science of science
(‘scientometrics’) or higher education institutions (‘institutional
research’). These approaches have gained in importance during
the course of emerging sciencemetrics andperformancemeasure-
ments.

Academic (or research) productivity is frequently being de-
fined in terms of indicators based on bibliometry. In such cases,
scientometric performance measurements (based on the Science
Citation Index) can be used to asses it empirically [Garfield, 1956].
Generally, such assessments focus on the individual researcher
(as a base for employment or promotion appraisals), on scien-
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tific journals or academic departments (in the context of self-
assessment or peer-review studies), and recently on academic
departments and institutions (i.e. university rankings), but it is
rarely used to elucidate the link that ties academic productivity to
the environment of academic work.

Research performance is dependent on a range of factors or
circumstances: individual resources such as talent, educational
background, age or work ethos; institutional culture and forms of
intra- and inter-institutional — or domestic and international —
cooperation; disciplinary or inter-disciplinary approaches; infra-
structure andmonetary resources; degree of autonomyand report-
ing structures, at the levels of individual institutes or entire in-
stitutions; paradigm dominance and the prestige of authors; luck
and serendipity [MertonandBarber, 2004]; et cetera. These factors
or circumstances, in turn,might differ depending on the aimof re-
search: applied research, or development, calls for separate work-
ing conditions —or takes place in a different cultural setting —
than so called ‘pure’ research or basic science; some research ques-
tions require an elaborate and large scale infrastructure; and crash
programs — similar to a “Manhattan Project” — are altogether a
different matter.

A common focus of studies on innovation or research perfor-
mance is the focus on the genius, on “brains” [Waldinger, 2015],
on the “star scientist” [Rosen, 1981; Azoulay et al., 2010; Abbott,
2014a]. Associated with these foci is the focus on how genius rubs
off on the immediate peers, or how “star scientists” are shaped by
or influence their environment¹. Successful scientists breed suc-
cessful scientists. But it is also known that successful scientists,

¹A “ ‘Star scientist’ may be attracted by more productive departments and at
the same time enhance the departments’ productivity. Similarly, high quality
departments attractmore funding for physical capital [i.e. equipment and infras-
tructure], which further increases productivity. Finally, good scientists attract
funding for additional physical capital” [Azoulay et al., 2010].
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as mentors, are chosen more by their graduate students than the
other way around. If success of the mentor is manifest (ex post
assessment), the choices of graduate students may be guided op-
portunistically; if success of the mentor is yet to develop (ex ante
assessment), success is likely to affect both mentor and graduate
student.

One under-researched question refers to the researcher-envi-
ronment relationship and how this affects research productivity.
In spite of the centrality of this issue, there are glaring blind spots
in the respective research landscape. As Fabian Waldinger [2015]
phrases it,

[…] we know little about the effects of different inputs for the pro-
duction of scientific knowledge².

But there are a range of things we do know. In the setting of
a university³, research takes place as an extended —and inter-
generational — form of learning. Experienced scholars, i.e. fac-
ulty members (principal investigators), tutor junior scholars, doc-
toral or post-doctoral students, and the learning takes place in a

²This is all the more astounding because the research enterprise is costly,
and concerns regarding effectiveness would dictate that output (appropriately
measured) be maximized relative to given inputs. Effectiveness ought to be the
concern of higher education officials, that is, tomake themostwith the given re-
sources (a concern for efficiency, i.e., for aminimization of costs relative to given
—chosen —output levels, is frequently upheld by politicians) [Herbst, 2007, Ap-
pendix B]. Effectiveness can only be attempted if one understands the systemic
— socio-economic —aspects of the research activities. To assume that research
teamswork at the production possibility frontier and, to raise production, more
inputs are needed, is shortsighted and misleading. Because researcher-environ-
ment relationships are barely understood, production functions are difficult to
sketch. However, there are strong indications that research effectiveness dif-
fers among environments and that some research universities, and some higher
education cultures, are more effective than others [Herbst et al., 2002; Herbst,
2004][Herbst, 2007, Appendix C][Herbst, 2014a].

³As opposed to research in the setting of research academies (or dedicated
research institutes) — such as the Max Planck Institutes, the CNRS, et cetera.
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team [Ehrenberg andKuh, 2009]. Advanced researchnever has the
formof a simple know-how transfer in one direction, from teacher
to student. All in the team profit from working together, junior
and senior members. Junior members profit from the experience
andguidance of their doctoral parent or senior research associates,
they profit from interactingwith each other, and seniormembers
profit from the seeming naiveté and the ‘funny’ questions of ju-
nior members, or from their know-how in new technologies and
their —possibly different —disciplinary background⁴.

Inter-generational research is a native form for universities in
that these are charged to educate and train future professionals,
scholars and faculty members. But it is being questioned, implic-
itly at least, whether that form of research is also the most pro-
ficient. Not all research cultures adhere to an inter-generational
model centered in research universities. In some countries dedi-
cated research institutes (DRI) are the locus of research, and uni-
versities are often seen primarily as training institutions. In such
cultures, research institutes (DRI) or academies are meant to as-
semble the more experienced researchers. Dedicated research in-
stitutes are less encumbered by the burden of teaching and they
work, by their design, with more mature professionals. But they
are also likely to suffer from inherent subordination problems, re-
stricting the autonomy —and creativity —of a good portion of re-
searchers, and the constant inflow of fresh blood and turnover of
talent is comparatively constrained.

The question which of the two models presented is better
suited to foster research, the inter-generational model of the re-
searchuniversity, or the intra-generationalmodel of thededicated
research institute or academy, is difficult to answer. Obviously,

⁴Depending on the research culture, there is also a division of labor which
is frequently detrimental to the effectiveness of research (with the exception of
large research enterprises which require this division of labor): seniormembers
manage research, and junior members do the actual researching.
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the aims of research, pure or applied, and the type, ‘big’ or ‘small’,
play a role. Furthermore, there is the question to what extent the
twomodels are exclusive and to what degree, and under what cir-
cumstances, an overlap appears possible and advisable. In coun-
tries where the second model has (or had) some credence (in the
USSR or Russia, in Germany, France or Italy), there is a certain ten-
dency to link research institutes with universities, and in coun-
trieswhere thefirstmodel is prominent (U.S., U.K., Israel, Switzer-
land) dedicated research institutes exist. Lastly, where research is
‘big’ and ‘pure’, a sharing of a science infra-structure (as provided
by Cern, for instance) is common.

If the question regarding inter-generational (i.e. university-
based) versus intra-generational (academy or dedicated research-
institute-based) research were insignificant, differences in re-
search organization would not impact on research productivity,
and the observed differences in research organization could be
seen as stylistic, brought about by the different histories of na-
tions and higher education or research systems. On the other
hand, if differences of research productivity can be observed [Na-
tional Research Council, 1995; Cest, 2002; Ostriker et al., 2011]⁵,
they might be attributable, in part at least, to the way higher ed-
ucation and research is organized. If such a link is hypothesized,
ways should be found to attribute differences in research produc-
tivity to the organization of research [Hurley, 1997].

&
Linking research productivity to the organization of research

(of universities), wemay distinguish four foci or layers: (i) the core
(or nuclear) research team, lead by a principal investigator (PI); (ii)
a collection of core research teams, such as institutes or depart-
ments; (iii) the university as such; and lastly (iv) virtual associa-
tions (going beyond the physical campus). Productivity consider-

⁵See also: www.socialsciences.leiden.edu/cwts/products-services/
leiden-ranking-2010-cwts.html.

www.socialsciences.leiden.edu/cwts/products-services/leiden-ranking-2010-cwts.html
www.socialsciences.leiden.edu/cwts/products-services/leiden-ranking-2010-cwts.html
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ations can be tied to each of these layers. Furthermore, regarding
the allocation of resources, we have to deal with substitution is-
sues, e.g. (i) fewer principal investigators, larger research teams
and smaller departments versus (ii) more principal investigators,
smaller research teamsand largerdepartments [Herbst et al., 2002;
Herbst, 2004][Herbst, 2007, Appendix C]. For simplicity, I shall re-
strict my reflections primarily to the first three layers.

Let us look at the first of these layers. Addressed are core re-
search teams led by a principal investigator⁶. Team size is influ-
enced by a range of factors, not the least by the principle inves-
tigator: senior researchers, or researchers in applied fields, may
lead comparatively larger teams (because of the particulars of the
research field, their status, their acumen in grantsmanship), but
larger teams may not be more productive⁷. Core research teams
need a particular size to fulfill their function to educate doctoral
and postdoctoral students and to exploit some economies of scale,
but beyond a certain point, diseconomies of scale become appar-
ent.

Scale economies are defined in terms of an input-output rela-
tionship. As the size of the research group increases initially, the
group or unit profits in various ways: team members can be re-
cruited with the necessary background and resources to pursue
the envisaged research and to reach critical mass; specific roles
canbe assigned and a certain division of labor can take place; team
members have a common interest and share (or learn to share)
the core of a ‘scientific language’ or tacit knowledge; communica-
tion can take place in an affective stimulating atmosphere. The re-
search unitwill eventually reach a composition and size that suits
its task.

⁶That is, an independent researcher with the rank of an assistant, associate
or full professor.

⁷Measured as output (e.g. papers, patents) or outcome (e.g. citations, cita-
tions per paper, citations per patent) per researcher.
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As the research group is allowed to grow further, beyond the
size which is optimal for its mission and type of research [Galison
and Hevly, 1992], per caput productivity will eventually go down:
the internal communication will become more time-consuming
or less quality oriented, the ‘distance’ between researcher (i.e. doc-
toral and post-doctoral student) and principal investigator (PI)
will increase, and the group itself might loose cohesiveness, both
in aim and in structure; the pressures to subdivide, if only infor-
mally, will rise; administrative regulations and overhead will ac-
cumulate and overall quality will suffer: the research unit might
grow well beyond an optimal size and might become too large to
be most effective, at least from the point of view of the neutral,
external observer⁸.

A range of scholars have studied economies of scale in the
context of research production and their findings are generally
ambiguous [Fruton, 1990; Hurley, 1997; Coccia and Rolfo, 2002;
Carayol and Matt, 2004; Coccia, 2005]⁹. For the most part, scale
economies could not be found, that is, research output appeared
to be independent of the size of the organizational unit under in-
vestigation, or actual diseconomieswere found: smaller units had
a higher per caput research production than larger units. This am-

⁸Bloated research groups, and sub-optimal research morphologies, become
amatter of choice when extra-scientific aspects (personal income, social status,
etc.) play a prominent role in the lives of scientists. Furthermore, ingrained
higher education cultures or performance-funding (in various forms)may foster
this unhealthy tendencyviamisplaced incentives, for instance, such as focusing
on outputmeasures by principal investigator (PI), a very commonmistake of im-
proper normalization by even reputable observers or funding agencies, instead
of output per researcher as such (PIs, whose names are listed on most publica-
tions produced within their group, naturally produce more ‘output’; or: PIs will
have an incentive to lead bloated research groups). Many faculty members fear
that they have no real choice, they feel ‘forced’ to play this academic game; oth-
ers, profiteers of such systems, gladly conform.

⁹The ambiguity may have to do with the form of their chosen tools: correla-
tion or linear regression analysis.
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bivalence may be due to two factors: (i) a disregard for the non-
linearity of economies of scale, and (ii) a disregard for agglomera-
tion economies next to, and apart from, scale economies.

&
Agglomeration economies need to be distinguished from eco-

nomies of scale. In the urban or regional context, agglomera-
tion economies can normally be spotted when there are possibil-
ities to reduce transportation —or access — costs, ease or stream-
line matching mechanisms, or exploit knowledge spillovers [Fu-
jita et al., 2001; Fujita and Thisse, 2002; Glaeser, 2010; Duranton
et al., 2015]. This is why certain cities thrive, why we observe
knowledge spillovers of research universities, or why the Silicon
Valley has become so competitive [Saxenian, 1994]. The very same
phenomena work within the environment of research universi-
ties. Easy— informal— access to unfamiliar expertise or different
domains of knowledge spurs innovation. The same is true for the
convenient ad hocmatching of problems and solvers. Furthermore,
in the course of such activities, knowledge spillovers will occur
that affect theway how scientific fields are perceived, defined and
practiced. Environments or academic cultures that nourish ag-
glomeration economies have a competitive edge over thosewhich
do not pay enough attention to such phenomena —or only in in-
sufficient degrees.

Universities that successfully exploit agglomeration econo-
mies need not do so in a conscious, premeditated manner; but it
will help if they pay attention to this phenomenon. Most likely,
they will follow a course that has been outlined for them by their
higher education culture, and the samewill apply for universities
that do not properly exploit agglomeration economies. For a uni-
versity to change the course which has been carved out by his-
tory and culture, or for a university to retain a course that may
seem outmoded by current mores, it is necessary to understand
the forces that foster productivity. In fact, universities are embed-
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ded in historically grown higher education cultures which shape
the behavior of their members, their structural setup, their mor-
phology [Bourdieu, 1988], theirmanagement to a high degree, and
the link with productivity is mainly incidental. However, a focus
on productivity will necessitate a critical analysis of the various
systemic associations, and hence also a critical assessment of the
relevant higher education culture.

&
If universities or higher education policy agencies want to fo-

cus on productivity, they will have to pay attention to aspects
and factors which tie higher education institutions to productiv-
ity. Part of these factors relate to structural —morphological —
aspects of higher education. We may formulate the following
propositions:

As enrollment rates (in the course of mass higher education) grow, the
higher education landscape needs to diversify (see p. 132 above) [Clark,
1997; Trow, 1997].

Diversification will imply foci on various strands of higher educa-
tion institutions, in particular research universities and teaching
institutions of various missions.

As research universities face funding constraints, a trade-off between (i)
better faculty-student and faculty-staff ratios (as quality indicators) ver-
sus (ii) growth presents itself; universities should be led by quality, not
growth [Herbst et al., 2002].

Better faculty-student and faculty-staff ratios are costly, but they
have also advantages: in the context of research universities,
competent faculty will acquire research grants (so called third-
party funds); salary differences between senior (non-faculty) re-
searchers as substitutes for faculty members are frequently not
that substantial or significant; better faculty-student ratios help
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to reduce wasteful dropout rates and to raise standards of educa-
tion; and improved faculty-staff ratios increase per caput research
output (both qualitatively as well as quantitatively).

In the case of the nuclear research group and the assessment
of economies of scale, per caput output will peak in a team nor-
mally not larger than tenmembers (i.e. the faculty-staff-ratio will
be roughly 1 : 10); larger teams are characterized by reduced per
caput output (that is, by diseconomies of scale). If research uni-
versities are guided by this insight, this has direct —positive —
implications¹⁰.

As research universities pursue quality, they need to control the growth
of enrollment (in order to match their academic offerings with their re-
sources)¹¹.

If growth (of students at the various levels) is not controlled, qual-
ity of education and research is bound to suffer.

As research universities focus on decent faculty-student and faculty-staff
ratios, they will generate opportunities to reorganize — and reorient —
their organizational structure: smaller core teams imply more faculty
members, larger departments, inter-departmental institutes (normally),
and the — eventual — exploitation of agglomeration economies [Herbst
et al., 2002].

Smaller research teams appear to be anathema in a continental
European—or Humboldtian —higher education culture, because
faculty members derive their social status frequently from their

¹⁰In the U.S., decent research universities normally have faculty-student ra-
tios of roughly 1 : 20; very good research universities have faculty-student ratios
of circa 1 : 10. In Europe in contrast, faculty-student ratios are deficient in com-
parison by factors between 4 to 8 [Herbst et al., 2002; Herbst, 2014a].
¹¹The legal base for controlling enrollment and growth goes back to a ruling by

U.S. Supreme Court Justice Felix Frankfurter, concerning the “fourth academic
freedom” (in the Sweezy vs. New Hampshire case, U.S. 234, 1957). There are a
range of first-rate institutions which follow this pattern (they practically do not
grow over years): MIT, California Institute of Technology, Weizmann Institute.
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role as “chair holders” and heads of a group of subservient re-
searchers (doctoral andpost-doctoral students)¹². Theperspectives
of the faculty and those who manage or govern universities need
not match, and if differences persist, a realignment of aims and
mission of the various stakeholders appears advisable.

¹²In the fall of 2017, President Lino Guzzella of the Swiss Federal Insti-
tute of Technology in Zürich issued a call to increase the number of faculty
by roughly 20% and to improve in this way faculty-student and faculty-staff
ratios (see: https://www.ethz.ch/content/main/en/news-and-events/
eth-news/news/2017/11/retreat.html). The idea to increase the number of
faculty (relative to thenumber of students and staff) has been around for decades
[ETHZ, 1991, 30-32], only to lay dormant indefinitely.

https://www.ethz.ch/content/main/en/news-and-events/eth-news/news/2017/11/retreat.html
https://www.ethz.ch/content/main/en/news-and-events/eth-news/news/2017/11/retreat.html




19
Growth, Change and Excess

During the past two-hundredyears, political economy
moved its focus gradually from scarcity, to affluence,
to excess, while economics itself basically remained
a science of scarcity. The focus of political economy

paralleled a reality which in turnwas interlinkedwith an “image”
of that reality, as sketched by economics, political science, and so-
ciology; and it was this interlinking, this implicit oscillation be-
tween description and prescription, between scarcity and excess,
that shaped reality as we experience it.

&
It was Thomas Robert Malthus who predicted (in 1798) that

increases in food production could not keep up with popula-
tion growth, that humanity will be faced with a major trap —a
“Malthusian trap”, as it was later called. Subsequent generations
were basically busy arguing that he was wrong: ill-informed re-
garding the relation between agricultural productivity and pop-
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ulation growth, and much too conservative with respect to the
potentials of food production. And yet, Thomas Robert Malthus’
name endures as a household word, not exactly matching that of
David Ricardo —or the modern, seminal “The Limits to Growth”
[Meadows et al., 1972]; but his “Essay on the Principle of Popu-
lation” was well received during the past 100 years and remains
more popular than Paul R. Ehrlich [1968] (after the initial hype fol-
lowing the publication of “The Population Bomb”).

Growth has remained a fact and a golden calf. Since Malthus’
times world population has grown by a factor of seven; during the
same period, grain yields (tons per hectare) have grown by a fac-
tor of four to seven (depending on the location); area harvested
has expanded, but area harvested per capita has declined; meat
consumption has gone up with income, substituting for ‘cheaper’
foods, and using cereals for feed; essential tropical rainforests are
cut to clear the land for inessential grazing or palm oil planta-
tions; antibiotics used in livestock foster the emergence of resis-
tant bacteria; ethanol or biodiesel production use crops, not only
crop residues; fertilizer and pesticides’ use have greatly expanded
as part of the “green revolution”; afterWorldWar II, marine catch
of fish expanded by a factor of five, reaching a plateau just before
the year 2000; new “industrial” foods are being discussed —based
on sea plants (algæ), insects (locusts) or laboratory-grownmeat —
to feed future generations. For the time being, hunger is caused by
poverty and war, not by the sheer lack of food. However, poverty
and war are not God-given: they are caused by misappropriations
of economic regulations, by greed or false aspirations, by the divi-
sionof peoples andnationalism, forcing theweek to abandon their
occupations as farmers, fishermen or craftsmen, tradesmen, and
tomigrate to the outskirts of themodernmetropolises, to the fave-
las, or to become refugees in war-torn regions in search for peace.
The overconsumption of many in the Western world, communi-
cated in the virtual media, influences negatively the livelihood of
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others, and it affects our health (in the literal and elliptic senses).
To conclude, Malthus may not have been completely wrong.

Growth, economic growth, has become the golden calf. Eco-
nomic growth is seen as the remedy, the elixir, for most of the
ailments which have befallen humanity. If the number of Chi-
nese tourists in Switzerland declines in a given year, local tourist
offices express alarm¹; if Gross Domestic Product (GDP) increases
(in spite of a stagnation of per-caput GDP, for instance), economic
commentators are happy. Steady growth appears to be a primary
aim, irrespective of its circumstances and meaning, and irrespec-
tive of the fact that physical growth cannot be sustained. If phys-
ical growth will have to be abandoned, eventually at least, we
should do it sooner rather than later: prudencewould dictate that;
and if economic growth is not directly tied to physical growth, we
need to distinguish the two, decode their relationship, and find
accounting schemes or measurements which reflect these two di-
mensions.

&
Soon after World War II, Jean Fourastié [1949] presented in

his Grand espoir du XXe siècle [see p. 129] a bold prediction. In ar-
chaic societies, he observed, the primary sector of the economy
(agriculture and forestry) was the most populous; the secondary
sector (mining and manufacturing) was second in ranking, with
far fewer people involved; and the third sector (services) was per-
haps the smallest of the three with the least people employed. In
due time, he stated, with technological development and the as-
sociated changes in labor productivity, this pyramidal structure
of the economy would be turned upside down: societies would
move from a “primary civilization” (i.e. prior to the first industrial
revolution) through a “transitionary period” to a “tertiary civiliza-
tion” (after the year 2000, Fourastié reasoned). Indeed, this is the

¹Mass tourism is particularly effective in ravaging localities (e.g. Venice,
Barcelona) or local crafts or customs.
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reality now in highly developed countries of the Western world:
Fourastié’s prediction has become true.

Fourastié predicted the major effects of this development cor-
rectly, but his reasoning, judged on the basis of hindsight, was de-
ficient. He attributed this change to technological development
which would affect the primary sector the most (high produc-
tivity growth), the secondary sector less (moderate productivity
growth), and the third sector the least. Indeed, in his original
Grand espoir, Fourastié predicted no major technological develop-
ment —and consequently no growth in productivity — in the ter-
tiary sector of the economy. Fourastié was familiar with interna-
tional trade, to be sure, but he had not yet experienced the third
industrial revolution, was not yet familiar with technological de-
velopment which brought about information technologies, glob-
alization, the ‘de-industrialization’ of the highly developed coun-
tries of the Western World, and an extended focus on —and a re-
definition of — service industries.

Whether we are living in a stable tertiary “civilization”, as
Fourastié had termed it, is debatable. The fact is that a range of
countries within theWesternWorld are now primarily supported
by service sector economies; many of their erstwhile manufactur-
ing industries have been out-sourced to nations where labor is
cheap; andwheremanufacturingwas retained, it hadbecomecap-
ital intensive, was used for prototyping purposes only, or served
high-tech or specialty markets. Side effects of this development
are — chronic, long-term —unemployment among the less edu-
cated, in which blue color workers are driven into poverty or into
a dependency on social-security (when that exists), spurned also
by new tendencies to replace service sector jobs by robots, to out-
source them as well (to India, for instance), or to abandon these
altogether (by delegating the ‘service’ to the customer).

Becausemarkets arenot efficient, thewelfare statewill have to
pick up the tab for private outsourcing decisions (provided social-
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security provisions are properly financed). From a customer’s or
citizen’s point of view, it is deemed preferable to finance social-
security rather than to pay a higher price for local produce; from
a welfare-state point of view, it appears more desirable to finance
the unemployed rather than to subsidize an industry. The tertiary
“civilization” seems transitory, at least for the time being. As la-
bor costs rise in ‘developed’ economies, out-sourcing processes to
countries where labor costs are comparatively low will continue.
But eventually, with rising transport costs, with smaller differ-
ences in labor costs across nations², local production will gain at-
tractiveness— and re-industrialization processesmight take hold,
particularly if they can be based on local traditions and retained
specializations.

&
Before “tertiary cultures” take hold, rural flight and urbaniza-

tion sets in. It is not primarily that land, the native soil, can no
longer support its increasing population, growing because of bet-
ter health provisions; it is more that the lure of the cities, with
their glitter and prospects, becomes irresistible. In old societies,
in England to some extent, or in Switzerland for sure, decentral-
ized manufacturing developed along the waterways³: the spin-
ning and weaving mills in the 18th and 19th centuries were in-
stalled along the streams and rivers to harness the water which
would drive the waterwheels or, later on, the small turbines of
hydro-electric plants, implanting a decentralized industrializa-
tion which has survived in part until now. In more recent times,

²We can assume raising income, and raising labor costs, as nations move
from a developing to developed status. South Korea, for instance, in 1960 had a
per capita GDP (purchasing power parity, PPP) thatwas lower than that of Ghana,
Morocco or Sénégal; 2010, i.e. 50 years later, South Korea’s PPP was roughly on a
par with that of countries like Portugal or Slovenia, and it was by factors higher
than that of the countries mentioned initially: 16.3 (in the case of Ghana), 7.5
(Morocco), and 22.0 (Sénégal). Source: IMF.

³Or where the natural resources were.
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in the 20th century, industrialization —or commerce, of course
—did not develop simply where the water was; it formed where
there was labor, and labor was where there was the expectation
for work, i.e., in cities, within urban agglomerations. The driv-
ing forces behind these migratory movements were urbanization
—or agglomeration—economieswhich promised comparative ad-
vantages derived from clustering. In Third World countries, ru-
ral flight and urbanization was frequently accompanied by over-
crowding, slums, overloaded or non-existing infra-structures, epi-
demics and bad living conditions, et cetera, but it was also recog-
nized that the rural-flight trend could not be reversed and that a
“strategy of deliberate urbanization” was better suited to alleviate
or control the situation [Friedmann, 1968]⁴.

Today, metropolitan areas in developing regions have popula-
tions of more than ten to twenty million inhabitants: Karachi,
Dhaka, Delhi, Lagos, Istanbul, Mumbai, Lahore, Cairo, Kinshasa,
Jakarta, Lima. There are larger cities in China with populations
exceeding twenty million: Shanghai, Beijing, Guangzhou. It
is unclear to what extent city size and prosperity go hand in
hand, but there are strong currents responsible for ever-growing
metropolises, and there are indications that the current Chinese
government uses some form of “deliberate urbanization” as a de-
velopment strategy. Population growth fosters urbanization —
directly and indirectly, gradually — and urbanization fosters eco-
nomic growth.

&
In the mid-1960s, the economist Alfred E. Kahn [1966] pub-

lished an article with a title that embraced, in its shortness, one
of the major ailments of neo-classical economics: “The tyranny
of small decisions”. When I stumbled over Kahn’s paper, I knew

⁴The new migration, and current refugees streams (which are foiled by
fences), have other roots: primarily war or climate change (droughts).
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thathehad addressed akey issue of economics, andwhen Iponder
about these issues now, roughly half a century later, I am inclined
to think that the social sciences have not progressed enough to
properly steer the phenomena Kahn had described.

Kahn was looking at dynamically evolving situations — such
as the breakdown of public transportation (and the railroad ser-
vice to Ithaca, and Cornell University, where Kahn was teach-
ing). As automobiles became more ubiquitous, as interstate high-
wayswere built in the U.S.⁵ to serve the automobile, a process was
launched whereby automobile usage, the construction of high-
ways, the development of new shopping centers on the outskirts
of cities and suburbanization, in general, proved to bemutually re-
inforcing. The effect was the imperilment and, subsequently, the
eventual demise of the railroad which had served Ithaca⁶.

We are, of course, familiarwith such dynamically evolving sit-
uations: the gradual rise of Amazon and other outlets, and the
corresponding decline of local bookstores; the installation of large
shopping centers, hypermarchés, and the eventual disappearance of
the food store, the bakery, around the corner. The gradual changes
are caused by a series of individual consumer decisions whose
implications may not have been taken into considerations: “the
consumer can be victimized by the narrowness of the context in
which he exercises his sovereignty” [p. 24]. The ‘tyranny’ shows
itself then when the eventual —unforeseen —outcome is not in
line with the wishes, the preferences, of consumers and citizens:
the decision to own and drive a car is one thing, but the eventual
disappearance of railroad service and local bakeries or food stores
is bemoaned; the use of relatively cheap fossil fuels to run thermal
electric plants, heating systems and vehicles appears self-evident,
but global climate change is anothermatter⁷; the decisions to con-

⁵Following the Federal-Aid Highway Act of 1956.
⁶In 1956.
⁷Climate change is generally not denied. What is denied, or belittled (even
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struct atomic plants to provide societies with seemingly inexpen-
sive— and ample— electricity are easy to comprehend, but to real-
ize, eventually, that “cheap” energymay in fact be very expensive
and dangerous over the long term, is confrontational⁸; the buying
of a hand lotion (using palm oil as an ingredient) is a small mat-
ter, but the encroachment of palm oil plants on pristine, primeval
forests is something else; theuse of the internet, of search engines
and socialmedia, is convenient—or even enriching— , but the im-
plicit abrogation of one’s privacy and autonomy (aswe experience
it with current technologies), and the prospects of a full-blownOr-
wellian 1984-culture, is frightening.

Environmental scientists have discovered Kahn and “small de-
cision effects” to explain environmental degradation, the loss of
natural habitats, or causes for climate change; the humanities
have yet to discover the phenomenon of drifting cultures, the de-
bilitating effects of crowd behavior. “Small decision effects” are
not consistent with Adam Smith’s concept of the “invisible hand”
and with neo-classical economics, and economics has basically
failed thus far to incorporate them into a framework of a modern
science of economics.

by the current U.S. administration), is its man-made component, the anthro-
pogenic impact. Current knowledge indicates that the man-made component
of climate change is significant. But even if science were to be less assertive
in its assessment, prudence would dictate that mankind should act as if the an-
thropogenic impact on climate change is substantial: for one, science in its (as-
sumed) less assertive assessment might turn out to be wrong; and there are bet-
ter usages for fossil resources than to burn them.

⁸My opposition to atomic energy (based on current technology) rests on two
observations: (i) Current arrangements of the financing of atomic plants leave
out the future costs associated with the storage of nuclear wastes. In this
context, the argument against subsidizing so-called alternative energy sources
(based on sun, wind, etc.) is hollow. (ii) Atomic plants are not insurable because
(ii.a) the probability of an accident is impossible to assess (as history has shown,
and because there are no statistics since accidents are rare) and (ii.b) the possible
losses associated with an accident, if it occurs, can be excessively high.



Chapter 19: Growth, Change and Excess [ 163 ]

&

Economic growth, observers statewith some glee, is accelerat-
ing; change is not simply a shift, it is increasing; the “half-life pe-
riod of knowledge”, some experts claim, is decreasing. Economic
well-being is somehow tied to economic growth, and accelerated
growth appears to be preferred over steady growth. This has impli-
cations for technological or social change and impacts on how hu-
mans adapt—or onhowthey are expected to develop or learn. The
entire discussion on acceleration, on the change of change, leaves
out one rather stable factor, the human being itself. Change may
be accelerating, but accelerated change may not be sustainable,
and it cannot dislodge, it must somehow embrace human nature.

Human nature, however, is not accepted as something stable,
as something that science or mankind should not change. Brain-
computer interfaces are fancied or marvelled, simple cyborgs are
built today and more elaborate ones are foreseen, machine con-
sciousness is being discussed, mind uploading onto machines is
envisioned, aging and death are fought, the colonization of outer
space is planned. It appears easier to build a Fuller dome for a Hu-
man colony onMars than to pacify and develop a war-tornMiddle
East, or to construct solar plants in the Sahara for the production
of hydrogen. It seems more facile to define tomorrow’s technolo-
gies than to design — to simulate, to test out — economies which
would serve mankind better. It is far more attractive to start de
novo somewhere,with something, than tomake amendswith that
which we have.

The encroachment of science fiction on science is fed by a con-
sumer culture which places an individual in the driver’s seat of
development whose individuality, at least in economic terms, is
lacking. It is also fed by tendencies to substitute fancywords or tu-
mid concepts for the normal or appropriate. Writers talk of “algo-
rithmic societies” when they refer to forms of bureaucracy, to “op-
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timization” when ‘improvement’ or ‘good’ would suffice⁹. Today’s
economies thrive on crowd behavior, and they depend onmarkets
which feed on large crowds. The “commongood” is rarely theprod-
uct of anongoingdebatewithin society or the science community;
it is no longer defined primarily by political consensus, but, more
and more, by dominant markets. Domination may grow slowly
and imperceptibly until it “emerges” in full bloom. Inferior prod-
ucts may come to dominate, and domination may be taken as a
substitute for quality¹⁰. Furthermore, choice is restricted: con-
sumers are frequently ‘forced’ to consume a product they dislike¹¹.

This rapid emergence, blossoming, ripening and eventual de-
cay of products andmarkets, and the emergence of yet other prod-
ucts and markets, is a byproduct and co-requisite of rapid eco-
nomic growth. It can be seen as a modern equivalent —or an ex-
tension —of Adam Smith’s “invisible hand”. According to Smith,
there is no need to bother with the interna and the details of a
market-driven economy: the allocation of resources, the product
spectrum and consumption patterns will turn out to be just fine
without further ado — thanks to the “invisible hand”. Likewise,
dominant markets evolve because consumers opt for their prod-
ucts, and there is no need to question such allocations.

⁹In all likelihood, these writers do not know the history of operations re-
search; see e.g. Morse [1986].
¹⁰Domination should not be seen as the operational definition of product as-

sessment: products ought to be assessed by different groups or people, in a plu-
ralistic way, and depending on their background and views, the outcome of as-
sessment will be different. There are many examples of inferior products that
dominate (for instance in the domain of software engineering), but since mar-
ket outcomes are seen as substitutes for assessment, there is no concept left by
which to define ‘inferior’.
¹¹This is a side effect of lacking real choice, i.e. of some forms of monopoly (or

oligopoly) situations. In such cases, consumer surveys will aggravate the prob-
lem. The ‘forcing’ is evident: irrespective of a consumer’s preference for public
transportation, for instance, locational decisionsmay dictate the choice of a car.
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&
Cultural development beyond subsistence depended on a de-

gree of surplus. This interlinking of surplus and culture appears
to be in the process of a new gestation with wide ramifications,
threatening cherished conceptions. Economic growth today is
linked to a culture of surplus which does not appear designed to
feed, to dress, to house, to educate; rather, it presents itself to
serve, first and foremost, the economy. The economic system isno
longer seen as providing forman’s ends; it is the otherway around:
man’s wishes and needs are ‘used’ in the service of the economy.

Andrew Abbott [2014b] relates some implications of this cul-
ture of growth and “excess”. Excess needs to be evaluated, screen-
ed and assessed in order to be considered rationally, to sieve the
sufficient from the insufficient, the good from the sufficient, and
the exceptional from the good. This sieving can be overwhelming,
too demanding. This is why nature and man may resort to “sig-
naling”, to a cheap substitute for the real. But even without sig-
naling there are ways to address excess —by simply ignoring the
phenomenon:

Randomness […] is used to handle excess [… M]any social struc-
tures have positions that will function reasonably effectively no
matter who is placed in them. That this or that particular person
becomes a superstar in this or that academic or artistic field is rel-
atively accidental. The narrowing of reputational rankings into
steep hierarchies results from centralization of communications
[… I]f we impose artificially steep rankings on talent distributions
that are in fact relatively flat, randomness inevitably increases.
Luckily, it doesn’t really matter who is the top soprano, the top
swimmer, or the top professor of sociology. Once created, social
entities can survive despite relatively random and average inputs,
something quite evident in the history of monarchy and aristoc-
racy throughout theworld. Randomfilling of elite positions prob-
ablymakes very little difference tomany social structures [Abbott,
2014b, 16].

True enough, “it doesn’t really matter who is the top soprano”,
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metaphorically speaking, but it doesaffect, andeffectively ridicules,
economic systems or theories which purportedly place meritoc-
racy —or variants thereof, such as marginal productivity — at
their center.

&
Economics is badly equipped to describe social systems that

move, that drift, and because the dynamics of such systems is in-
sufficiently modeled, it is hard to foresee and to evaluate future
conditions. An ecological — or biologically —oriented economics,
it appears, would do better (see Chapters 13 and 14). The future is
not only built by us collectively, it needs to be endured.

What are the implications of futurist cultures that ignore the
implicit dynamics of change, that feed on science fiction, on an
uncritical faith inmarkets and technological solutions to societal
problems, on crowd behavior? It appears that such cultures trans-
port us back into an era of pre-modern science with its ominous,
overwhelming futures. Modern economies — and modern invest-
ment theories —have taught us that only the immediate future is
pertinent, not the prudent outlook over a longer planninghorizon;
and the lack of consensual foresight and care drives civilizations
into gloomy times. Themodern predilection for futuristic science
and technology appears not to help, on the contrary: it seems to
makemankind evenmore vulnerable than it already is.

Growth or changehave far-reaching implicationswhich ought
to be understood as best as we can. Foresight, planning, ought
to be coordinated with the rate of change, and the higher this
rate “the further one’s headlightsmust throw their beams” [Godet,
1987] (see p. 10 in Chapter 2), themore societies become dependent
on decent forecasts and future-scenarios. The future should not
simply ‘emerge’, be the unforeseen result of small decision effects,
of drifting economies, of crowd behavior, requiring ex-post correc-
tivemeasures: it should bepro-actively imagined andbe aproduct
of reflected societal choices (that is, supportedby scientific insight
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and the constant development of the various academic disciplines
— see Chapter 17).





20
Form and Content

As a noun, ‘form’ refers to that which has form, shape,
body, configuration, composition, structure: form is
matched to its referent. As a verb, ‘to form’ refers to
the formed. Form does not normally stand alone; we

conceive it as part of a pair of related concepts: thatwhich is given
form, molded, arranged, constructed, fashioned; and the form of
that.

Whether the concept of ‘that’ is discernible without a form is
debatable: at least, the detachment of form from its referent is in-
tellectually challenging as the second of the ten commandments,
the ban on images of the divine, has taught us. In generic terms,
we may hold a notion of a house, a cat, a car, and we evoke in our
minds respective pictures. We think, we imagine, we describe in
terms of images [Boulding, 1961]. The linking of referent and form
helps us to perceive, to understand, to communicate, if only im-
perfectly because the matching of referent and form is both indi-

169
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vidually and socially construed. A referent calls for a form; com-
munication allows us to calibrate images and the calibration of
images serves communication; and the cultural ban on divine im-
ages calls for constant scrutinyandmoves into eternity the elusive
truth.

A referent is tied to a form, or better yet, a form is ascribed to a
referent, if only temporarily so. Our earth was once seen to be flat
and she has become, in line with modern physics and evidence,
round. Some attributions are characterized by extended time
frames, by a long endurance of paradigmatic truth, and some are
revised relatively frequently [Kuhn, 1970 (1962)]; some are fairly
singular, shared by almost all, and some are pluralistic; but ascrip-
tions, attributions are what we are talking about when we have
the form of a referent in mind, a model of a phenomenon, an im-
age, descriptively or prescriptively, not the referent itself. Truth
(outside the domain ofmathematics or logic) is amatter of experi-
ence, of empirical knowledge.

&
The early sociology of knowledge posited that forms, men-

tal forms, theories, are ascribed to referents in ways that reflect
the view of those who ascribe. Ascriptions are not necessarily
personal, individualistic, but are said to be socially conditioned,
linked most prominently to the “social class” or the “school of
thought” to which the attributing author belongs. Marxists held
this view, and many of today’s social philosophers, more or less,
may concur. The linking of referent, form and ascription is a del-
icate matter, and it touches on the notion of paradigmatic truth,
particularly in the natural sciences. It may even encourage aca-
demics to write on topics for which they clearly lack the founda-
tion; and they appear to think that an elucidation of such topics is
up to their own hermeneutic, that the laws of nature can be inter-
preted as a social construction (of those who concur)¹.

¹Alan Sokal became so annoyed by reading the texts of contemporary social
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Ascriptions are difficult to justify [Motterlini, 1999]. “Taste,
not argument, guides our choice of science; taste, not argument,
makes us carry out certain moves within science […]” states Paul
Feyerabend [p. 117f]. Ascriptions are often tied to specific schools
of thought or practice, particularly as they concern the ‘soft’ or the
applied sciences, the social sciences or the humanities. They are
not tied to a grand set of criteria by which to distinguish between
—and “demarcate”— feasible or infeasible positions (the “goodies”
versus the “baddies”), and most scientists or engineers do follow
their metier in a tacit manner, in the sense of “science is what sci-
entist do”² —without explicit normative notions, without having
enrolled in a course in the philosophy of science, without having
read LudwigWittgenstein, Michael Polanyi, Karl Popper, Thomas
S. Kuhn, Imre Lakatos or Paul Feyerabend.

Form as such, alone, without ascription, appears non-exist-
ing, at least in the empirical world. If we perceive, describe, pic-
ture,wegive formtoaphenomenon; ifwedesign,mold, configure,
shape, arrange, organize, frame, construct or plan, we give form
to an artifact. However, there is form in the abstract, and we can
envision it through the sciences of the artificial, through math-

philosophers like Jacques Derrida, Bruno Latour or Jean-François Lyotard that
he devised a scheme, a trap, a hoax by which to expose nonsensical positions
of many fashionable intellectuals [Weinberg, 1996; Sokal and Bricmont, 1998]
(see: http://www.physics.nyu.edu/sokal/): it became known as the “Sokal
Affair”. If representatives of today’s intelligentia should hold the notion that
physics is a matter of interpretation, he suggested they might jump from the
window of his upper floor faculty office at New York University, in order to test
their theory. Themajor point, however, is not the interpretation of post-modern,
“deconstructionist”, or even earlier social philosophy as such. More important—
and more damaging — is it that concepts, that links between form and referent
are being introduced which cannot be operationalized, which are not tied to the
empirical world, which do notmake sense, andwhich are clearly false or incom-
prehensible [Carnap, 1931].

²The phrase appears to have beenused in the 1950s, e.g. byWarrenWeaver (in
the September 1953 issue of Scientific American). Inmymemory, I trace the phrase
back to C. West Churchman.

http://www.physics.nyu.edu/sokal/
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ematics, through logical structures; and we can compare forms,
play with them. Forms which we perceive as being tied to one
phenomenon we rediscover in seemingly unrelated phenomena,
leading to the hunch that such phenomena are tied by common
underlying laws. Forms evolve, follow rules, appear to be charac-
terized by ideal-types, by their own æsthetic.

&
In the early 1980s I saw a documentary movie by Heinz Bütler

on a community of artists living as patients in a psychiatric clinic
with the name of Gugging, just outside of Vienna, in Klosterneu-
burg (Zur Besserung der Person, 1981). I have always been interested
in art, but I have become disenchanted with the art scene, with
its pretentious self-understanding and market orientation and,
while living in theSouthernU.S. (in the 1960sand 70s), foundother
foci for my eyes, such as the photographs of the Farm Security
Administration, found in the Library of Congress (in Washington
D.C.), or the quilts of exceptional beauty (which I collected), done
by women (of various occupations) lacking any artistic training.
Bütler’s movie introduced me to a world I had barely heard of (in
spite of my knowledge of Adolf Wölfli) and, by chance, I was able
to view an exhibit subsequently of the work of Gugging artists,
shown in theMuseumModerner Kunst in Vienna in the summer of
1983.

I canvividly recall thedeep impression that this showmadeon
me, and I decided to visit the clinic. The visit took place in the fall
of 1983; I took photographs of patients— and of the setting—with
my Widelux and Sinar cameras; I talked with Leo Navratil [1983],
the director of the clinic, and with patients; and I bought a num-
ber of works of art, drawings and etchings by Philipp Schöpke,
Rudolf Horacek, August Walla, Johann Hauser and others. This
l’art brut (outsider art), as it became known after Jean Dubuffet, an
early admirer and collector, was used by Navratil [1998] (following
others) for diagnostic and therapeutic purposes, but he was very
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conscious of the artistic value of theworks of his— schizophrenic,
psychotic or depressive —patients who had no background in, or
knowledge of, ‘cultural’ art.

What made the art of Gugging —or what makes good out-
sider art — so special is its enormous expressiveness which goes
far beyond what is known in established fine art: Munch’s “The
Scream”, or even Picasso’s “Guernica”, appear tame in comparison.
The linking of content and form is so immediate, so telling and re-
vealing, so obsessive, so individualistic and unique as to be intrin-
sic. What Kandinsky [1912] claimed as the essence of art, the innere
Notwendigkeit (the inner need or urge, the internal or innate neces-
sity) to express, stands at the center of l’art brut, forms its core³.
The translation of content into form by the author, the specific as-
cription, is done in a handwriting which is unique, unaffected by
stylistic conventions used by others — such as the artist-patient
working next door. What one perceives as a characteristic of high
art, namely the specific language in which the work is composed
and bywhich it can be recognized, is farmore symptomatic of out-
sider art. The mutual influence which characterizes the work of
artists belonging to a given school of high art appears to be absent
in the case of outsider art: Gugging artists like Oswald Tschirtner,
or others like JosefWittlich orWillem vanGenk, remain singular⁴.

Outsider art is not a replacement for, or an alternative to, high
art; the strong exponents of l’art brut, however, are truly genuine
and compulsive, ‘artless’ one may even claim, unpretentious.

&
The Bauhaus, without doubt and in spite of its relatively short

lifespan from 1919 to 1933, was one of the most influential design

³To what extent art can be seen as an expression of an inner need, instinc-
tively guided, libidinous, is open to debate; in the case of l’art brut, however, this
interpretation is not that far off the mark.

⁴Since my erstwhile enchantment with l’art brut, outsider art has become in-
sider’s art: an object for enthusiasts as well as collectors.



[ 174 ] Reflections on Society and Academia

academies —and perhaps ‘the’ singular art school of the 20th cen-
tury. It was founded in Weimar, moved to Dessau in 1925, was
forced to relocate again, to Berlin in 1932, and had to close there
in 1933.

The Bauhaus was a design school, it may be seen to epito-
mize modern architecture, product design and typography, but it
was only part of a broad spectrum of movements which, together,
started to reinterpret the various arts and crafts, first perhaps
with the forming of the German Werkbund (1907). The Bauhaus
only partially mirrored the spectrum of movements extending
from the U.S. to Western Europe and the USSR, ignoring mostly
(with exceptions) the literary focus of Dada, Expressionism and
Surrealism. Instead, it dwelled on a visual syntax of basic forms
pursued also by De Stijl, the Futurists, and the Constructivists;
and it bridged the various disciplines to focus on a common cul-
ture of design, a Gesamtkunstwerk (an artistic synthesis) as it was
later called. Apart from a short period under the leadership of
Hannes Meyer (1928-30), and contrary to common notions, the
Bauhaus cannot really be seen as a stronghold of functionalism,
but it developed and handed over these seeds to subsequent gen-
erations. The Bauhaus was, no doubt, style-forming and innova-
tive with regard to its curriculum and didactic approach, and the
impact of theNeue Sachlichkeit (New Objectivity) extended way be-
yond the design professions to embrace even philosophy [Carnap,
1931]. This blossoming of a design culture came to an erstwhile
end when the Nazis took power in 1933.

Because the Bauhaus was part of a broader movement, rem-
nants of this culture — in architecture, industrial and graphic de-
sign — can be found in various countries; and the legacy of such
movements affects curricula today around the globe. TheBauhaus
was associated with modernity, but modernity is not necessarily
perceived as a contemporarymovement: modernity, by various ac-



Chapter 20: Form and Content [ 175 ]

counts, is a process of the past, being followed by post-modernity⁵
and subsequent — future —developments. Whether this makes
sense is debatable. If the gist of the Bauhaus, ofmodernity, is seen
as stylistic, then we can assume a definite time-dependency of a
modernistic style. If, on the other hand, the essence ofmodernity
in the design professions is a certain philosophical base, the time-
dependency of ideas is not that strong and these might very well
survive, like many ideas and ethical commitments.

&
In the late 90s I was involved with others to organize an ex-

hibit of the photographer Irmel Kamp-Bandau [1994] on “Tel Aviv
Modern Architecture (1930-39)” at the Swiss Federal Institute of
Technology in Zürich. In preparing the exhibit, we were thinking
about speakers who could introduce the show at the opening, and
we finally settled on a scholar from the humanity’s faculty. This
appeared to be agood choice: theperson selectedwasvery familiar
with theWhite City, and hewas deemed to put this experiment in
architecture and city planning into a broader context.

I was charged with preparatory talks with the professor but
was staved off a number of times. Eventually, the opening took
place. Werner Oechslin, the architectural historian and host for-
mally introduced our guest speaker whom I had not the chance
to brief, and our guest proceeded to speak in what quickly turned
into a rant against theWhite City and the intellectual status of the
early immigrants to Palestine: the so-called Bauhaus architecture
of Tel Aviv was seen as derivative, as being built by epigones, lack-
ing in originality; and an equally sordid judgement was handed

⁵In a documentary movie by Peter Schubert on the Hochschule für Gestaltung
in Ulm (“Designlegende HfG”, 1988), a German interviewee, Alexander Neumeis-
ter, the designer of various high-speed trains in Germany and Japan (ICE 3, ICT
and ShinkansenNozomi 500), calls the post-modernitymovement in design and
architecture fascistic (fascistoid). There is a tie linking modernity (in its futurist
form) to Fascism, but Neumeister meant most likely the Nazi predilection for a
pompous architecture with its super-elevated sign character.
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out with regard to European Jews— scientists, writers and artists
—whohadchosen to emigrate toPalestine—andnot toEnglandor
theU.S.⁶. Eventually, hefinished and, presuming thepublicwould
not amicably share a Prosecco with him, left the lecture hall. We
were all shocked and dismayed.

This is not the place to analyze the occurrence from a psycho-
logical point of view nor can I claim competence to do so. For
many years I have pondered about this person’s stance, wondered
whetherhis positionwasdefensible frommypoint of view,mused
about implications. In the fields of sociology or economics of sci-
ence,my owndomain of research, I cannot distinguish that easily
between the genuine or originary and the derivative, the pastiche,
the take-off, and we can see the epigonic as a motor of scientific
—or artistic —development. Indeed, it is the epigonic that places
the originary into proper context. Without this connection, art
historians or musicologists would not be in a position to distin-
guish periods of artistic, architectural ormusical style; nor would
they have themeans to assess themerits of the originary. We nor-
mally observe a network of interdependent relations thatmake up
a culture, of those who influence and those who are influenced,
and the roles of affecting or being affected interchange and are not
fixed on an a priori basis.

In assessing cultural statements, one might imagine the deri-
vate: does it make sense? does is extend, interpret, remold the
original in a suitable way? could Kant’s categorical imperative ap-
ply? On the basis of such stances, howwould one assess the archi-
tectural derivates molded on a Mies van der Rohe, Marcel Breuer
or Hannes Meyer? on Le Corbusier or Louis Kahn? on Robert Ven-

⁶The amusing —or not so amusing —aspect of this story is that the Bauhaus
architecturewas seenas alienamongnationalistic orientedGermansand, hence,
itwas characterized in theNazi vernacular as a Palästina Stil (Palestine style); see
Peter Hahn [1985, 52], citing Rudolf Paulsen (the writer and son of the philoso-
pher Friedrich Paulsen) in the Völkischer Beobachter (March 30, 1932).
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turi, Michael Graves or Frank Gehry? And once one has evaluated
the pastiche, what is the judgement with regard to the original,
the innate?

&
One of the traits of architecture is its sign character. Early

farmhouses, separated by mountain ranges, major catchment ar-
eas and vast plains may show similarities in construction that ex-
hibit common notions on how to join beams, frame doors or win-
dows, lay bricks or stone; but the same farmhouses exhibit dissim-
ilarities which are due to the comparative wealth of the domestic
population, theirmajor occupations, the fertility of the land or set-
tlementpatterns, andclimate, of course. All these factors together
form the style — and the implicit sign character —of the farm-
houses under investigation. Once a style has been established, its
sign character consolidates it as an architectural heritage, even if
the erstwhile conditioning factors, in the sense of a functional de-
sign, change.

The Bauhaus with its emphasis on a new style, a Neues Bauen
(new construction) more in line with novel technologies and ba-
sic needs of clients than with an architectural heritage, was im-
mediately embroiled in a dispute which separated professionals
as well as users along political lines: on the one hand one finds
the modernists of various shades — the leftists and liberal bour-
geois — opting for the ‘new’; and on the other hand there were
the traditionalists and nationalistic minded who took on a more
“reactionary” view or, in the case of the Nazis, a stance against
“cultural Bolshevism”. However, a close reading of the position of
thosewho opted for the ‘new’will reveal that theywere not neces-
sarily anti-nationalistic. Indeed, amongst the proponents of the
Neues Bauenwere those who would hope that the ‘new’ would pro-
vide a basis for a national — “nordic and germanic” —movement⁷.

⁷Hugo Häring, one of the founding members and secretary of Der Ring
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&
During the winter of 2016/17, the Musée des Arts Décoratifs in

Paris had a show entitled L’Ésprit du Bauhaus. One of the sections
of the show, entitled L’Heritage du Bauhaus, looked at the impact of
the Bauhaus after its closing, analogously to my argument above
to study the epigonic in order to assess the original (see also Chap-
ter 10)⁸. One of the people listed under the L’Heritage heading was
Fritz Ertl, a former student at the Bauhaus (1928-31) and one of
the architects of the Auschwitz concentration camps⁹. The impli-
cation was that Auschwitz could be seen in the tradition of the
Bauhaus, that Auschwitz was an offshoot of the modern move-
ment. MichelWeinfeld, the son of a former Bauhaus student, calls
this connection, rightly so, a véritable monstruosité ¹⁰.

The knowledge that Ertl was a co-architect of Auschwitz has
been around for some time, of course [Cohen, 2011, 290-295], and
the fact that well-educated professionals, “products of the best
German schools” [p. 293], served the Third Reich, was also known.
What was new at the Paris show, perhaps, was the allusion of a
link leading from the Bauhaus curriculum to Auschwitz; or, in
my language, Auschwitz was to serve as an epigonic image of
the Bauhaus original: not the Auschwitz architecture mimicking
the Bauhaus originals, but Auschwitz in the spirit — l’ésprit —of
the Bauhaus¹¹. What was barely acknowledged were the cases in
which nationalistic — “nordic and germanic” —notions were di-

(1926-33), an informal association of architects (with members such as Walter
Behrendt, Walter Gropius, Ludwig Hilbersheimer, Ernst May, Erich Mendel-
sohn, Ludwig Mies van der Rohe, Hans Poelzig, Hans Scharoun, Bruno Taut)
might be mentioned here; see Peter Hahn [1985, 272f].

⁸I shall also draw on Chapter 10 in the following.
⁹This is not shown in the catalog of the show [Gabet, 2016].
¹⁰http://paris.blog.lemonde.fr/2016/10/20/

942-lesprit-bauhaus-au-musee-des-arts-decoratifs/
¹¹It is also noted, inter alia, that the typefaces used to inscribe the entrance

gates of Buchenwald and Auschwitz were of —or similar to — a Bauhaus design.

http://paris.blog.lemonde.fr/2016/10/20/942-lesprit-bauhaus-au-musee-des-arts-decoratifs/
http://paris.blog.lemonde.fr/2016/10/20/942-lesprit-bauhaus-au-musee-des-arts-decoratifs/
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rectly subsumed within Nazi thought and were led to live on in
post World War II (greater) Germany; or the work of mathemati-
cians or natural scientists (and social scientists, philosophers or
lawyers) that survived, in spite of the fact that their authors were
implicated in Nazi ideology¹².

Curiously enough, I had previously been confronted with this
strange allusion after I had given a talk in the fall of 2006 at a club-
off-ulm¹³ gathering inWeil am Rhein on Funktionalismus: Das Legat
vonUlm. Inmy talk Iwanted topresent a soft advocacyon function-
alism, both in the sciences as well as in the applied arts, as prac-
ticed in Ulm at the Hochschule für Gestaltung (where I had studied,
1958-62). This advocacy was fed by my skepticism, at times even
disdain, regarding post-modern philosophy and design. I didn’t
mean to call for an outright abrogation of humor, irony, pop-art,
Kitsch or commentary in design and architecture; my argument
wasmore that the spicing of dishes should be donewith somecare:
that the sofa moulded on a baseball glove, the coffee table styled
on a drawing pin, the house that has the shape of binoculars or ap-
pears to topple over — that such designs remain the exception to
the normal staple, a possible commentary or citation (as we know
it from literature and film), but not the rule.

In response tomy talk Iwas approached by a former colleague,
a well-respected scholar in the field of design theory, who re-
minded me that functionalism should not be pursued any longer:
it should be replaced by a “human-centered approach to design”.
To buttress his position, he mentioned Birkenau (Auschwitz II)
to epitomize functionalism. First, I was taken aback: I imag-
ined that it was just a tactless, off-the-cuff remark. During subse-
quent eMail exchanges, however, I realized thatmy colleaguewas

¹²The literature here is actually quite extensive but didn’t have that much of
an impact on higher education or the professional position of the implicated.
¹³An alumni association of the Hochschule für Gestatlung (1953-68), a design

school located in Ulm, moulded on the Bauhaus.
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earnest, that he meant what he had said. I told him that I felt of-
fended: as a person embracing functionalism to some extent, and
as a Jew (who should know better). I couldn’t see a discrepancy
separating functionalism from human-centered design because
I naively surmised that most design should be human-centered,
and the a priori exclusion of “human-centeredness” from func-
tionalism, I thought, was strange¹⁴.

The conflict betweenmy former colleague andmyself evolved
becausewehadnon-sharing attributions ofwhatwe shouldunder-
stand under a concept like ‘functionalism’. For him, functional-
ism embraced design-processes which were dominantly product
oriented, not user oriented. For me, a user orientation was just
one of the conditioning factors which have to be taken into ac-
count. Indeed, as a former planning student, I was well aware of
precursors of human-centered approaches. The early metropoli-
tan transportation studies in the U.S. had a tendency to design
the layout of highways in such a way that these would plow
through landwhere landpriceswere low, and thosewere, as a rule,
the neighborhoods where the urban Black population would live.
Highway design would destroy the social fabric of the residents
living there, carve through their communities. Locals would be
penalized twice: first their homes were without value; and sec-
ond, low land priceswere attractive for a transportation agency in
search of a minimal cost alternative for a highway corridor. The
basic mistakes of early urban transportation planning brought to
the fore a counter approach: advocacy planning [Davidoff, 1965;

¹⁴“Human-centered design” is a term that cropped up in the 1980s and has
gained attention ever since. Its impact, however, is limited — in comparison
to the concept of “organizational learning”, for instance (which is cited roughly
50 times as often than “human-centered design”); or even in comparison to the
concept of “wicked problems” (which is cited roughlymore than twice as often).
“Human-centered design” appears to refer to a fad, to a sales pitch, not to a sound
concept of planning or management.
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Kravitz, 1970; Alinsky, 1971/1989]¹⁵.
There is no single approach, no unique methodology, no the-

ory or process which would guarantee a watertight — “humane”
—outcome: the inhumanity of Auschwitz, of the Holocaust, can-
not be attributed to a design methodology. The functional design
of a gun or a torpedo —or a soft drink (aiding diabetes), for that
matter —does not discredit functionalism as such; Eichmann’s
activities, their dreadful aspects, do not appear to be tied to the
content of courses dealing with logistics; Ertl’s barracks in Birke-
nau look about the same as the old Swiss army barracks (used now
by rock climbers and mountaineers) vis-à-vis the Hotel Furkablick
(on the Furka pass in Switzerland) with its charming restaurant
renovation designed by Rem Koolhaas; Auschwitz’ architecture is
very similar to that of the worker’s housings that characterize the
former textile industries in Łódź; and the linking of Birkenau’s
architecture to the curriculum of the Bauhaus, to its “heritage”,
is pure nonsense. I have written before on —conscious, premed-
itated — change processes (covering problem-solving, design, or
planning), and I have characterized these processes in terms of
structuringactivities thatmoveproblemsituations fromthe fuzzy
and vague to the defined and distinct (see Chapter 16) [Rittel and
Webber, 1973]. These processes, unique as they are in their case-
dependency and irrespective of howtheyproceed, are value-laden,
not value-free, as are, of course, their aims.

&
No design can be determined to the extent envisioned by a

straightforward interpretation of Louis Sullivan’s dictum, “form
follows function” (1896). Some designs —of airplanes, rockets,
cargo vessels, racing cars, skis, tennis rackets, hearing aids — are
characterized by low degrees of freedom, some can only be under-
stood asman-machine systems, but all are dependent on technolo-

¹⁵Even the concept of “advocacy planning” had its heydays (around 1970), and
has subsequently been integrated into mainstream approaches to planning.
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gies, the interchangewith the user, and the interpretation, the vi-
sions of the designer. Other designs —of household or consumer
goods, furniture, housing, office spaces —offer broader degrees of
freedom, and it is here that the discussion on functionalism sets
in.

Functionalism calls for a focus on honest, straightforward de-
sign: Alfred Altherr, Max Bill, Wilhelm Kienzle and Willy Rot-
zler called that (around 1950) Die gute Form (good design); Max
Bill coined (1949) the phrase Schönheit aus Funktion und als Funktion
(beauty from function and as function). ‘Design’ itself, as an En-
glish translation of theGermanGestaltung, became conspicuous to
mean something stylish, something other than ‘good’ design, be-
cause ‘design’ became associated with designers — like Raymond
Loewy who had styled the fashionable Studebaker car models —
who would deviate from the ‘good’ form: a car had to look like a
car, not an airplane; an office building like a utility structure, not
a Greek temple; a family home like the dwellings of blue or white
collar workers, not a diminutive version of a royal palace. Beams
should be shown, not coveredbehind stucco¹⁶; constructionprinci-
ples should bemade transparent, visible; fakematerialswere to be
shunned. Lucius Burckhardt [1995] referred subsequentlywithhis
Design=unsichtbar (design is invisible) to the fact that many of to-
day’s major design characteristics are hidden (inmicroprocessors
and other technologies), not readily visible: good design, hence,
took on a new dimension.

Before, during and afterWorldWar II, there was awillingness
to follow the credo of a modern —unadulterated —version of de-
sign in many countries around the globe. Companies like IBM,
Olivetti, Braun or Lufthansa became flag-bearers of this move-
ment; architects and designers like Albert Kahn Associates, Skid-
more, Owings & Merrill (SOM), Oscar Niemeyer, Jean Prouvé,

¹⁶These were the times before fire regulations required the incasing of steel
structures.
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Charles and Ray Eames, or Hans Gugelot co-authored it; civil en-
gineers like Pier Luigi Nervi or Robert Maillart were involved. De-
signwas to follow a logic, a stylistic concept that was directly tied
to its unadulterated purpose (as seen by the design teams); there
were to be no hidden agendas, no allusions to grandeur or false ele-
vations, no pretentiousness. Designers and architects of this line
followed a professional ethos, like M.D.’s, engineers or managers
of that period, and they did not see themselves as “hired hands”
[Khurana, 2007], salesmen or stage producers. But “the times they
are a-changin”. Conspicuous consumption was followed by an af-
fluent society, by what Vance Packard called wastemakers, status
seekers, hiddenpersuaders— andby “excess” [Abbott, 2014b]. This
new culture of over-production and over-consumption (in the de-
velopedworld) effectively killed anæsthetic of frugality, relegated
the gute Form to a few specialty markets (like those of the Apple
corporation whose design is inspired by Braun), and disposed of
its refuse, its junk (to the developing world).

&
That formandcontent are linked is aposition sharedbyabroad

spectrum of observers, uniting leftists and rightists, old futurists
and new traditionalists, modernists and post-modernists. Form
expresses content. The Persian lamb coat my mother aspired to
(and never owned) was not primarily to combat the cold during
winter months; and the diamonds (she eventually inherited from
her mother) had to refer to her two sons. Diamonds and fur coat
had a sign function: they weremeant to embrace the elusive well-
being, to try to grab a decent prosperity. Frames of paintings do
notnecessarily serve the function to shield, toprotect the art; they
are frequently meant to enhance, to amplify, to heighten art, to
give it meaning, and they may do this in ways that contradict —
that show a grave misunderstanding of — the exhibited: looking
at the framing of art allows for a quick assessment of the connois-
seurship, the grasp, of the collector. Form decodes the referent.
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The linking of form and content is personal; but the personal
is not strictly individualistic: it is part of culture or schooling, of
an upbringing, of tacit knowledge, of peer membership, of what
one calls home; it is influenced by the social fabric of which the
individual is part, and in turn, it shapes that context. The linking
of form and content is a universal phenomenon, but the specific
linking refers to groups, political parties, constituencies, authors,
consumers; it needs to be decoded to be understood or interpreted.
Group phenomena abound, are deeply ingrained in our social and
psychic setup (see Chapter 14). Psychedelic insignia, imported
from India, were stylistic emblems associated with a cultural re-
bellion of the 1950s and 1960s, and punk was a product — and a
provocation —of the 1970s. Prostitutes, in order to be successful
in their business, have to look like whores. The bourgeois once
aspired to be an aristocrat, and theworker a bourgeois, and the re-
spective preference patternsmirrored that. Modern autocrats like
Recep Tayyip Erdoğan and Vladimir Vladimirovič Putin or would-
be illiberals like Donald Trump appear to share a common procliv-
ity for a golden Neo-Baroque Louis XIV interior design. Style and
stylistic preferences disclose, reveal, unmask.

Today, we can also observe an inverted approach to style, to
fashion, detached frequently from its erstwhile meaning: tattoos,
once common among sailors in our hemispheres, have become
fashionable— even on the beaches of Tel Aviv¹⁷; theworn Levy 504
jeans, characteristic of the blue color worker, have become the
model of today’s designer jeans, industrially bleached and torn,
to be sold at high fashion stores (and worn, preferably, with a
Gucci bag); punk paraphernalia of a former underground culture
or Botox and ‘æsthetic’ surgery, common in the porn business,
have graduated to become emblems of a saturated life. The in-

¹⁷Jewish law, theHalakha, does not accept tattoos; and Jewswhowear some
do not seem to link those to the practice of the Nazis to tattoo — to “number” —
their concentration camp prisoners.
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version of stylistic insignia may be applauded from an egalitar-
ian, republican or anarchic point of view; but it may also signify
a chameleonic loss of dignity and truthfulness, a new disorienta-
tion, to be exploited by the mighty andmanipulative.
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